
Editors 

Lu Zhang and Warrick Dawes 
CSIRO Land and Water 

Technical Report No. 31/98 C S I R O



WAVES 

An integrated energy and water balance model 

 

 

 

 

Editors 

Lu Zhang and Warrick Dawes  

 

 

 

 

 

 

 

 

 

CSIRO Land and Water Technical Report No. 31/98 
August 1998 

 

CSIRO Land and Water 
GPO Box 1666 

Canberra ACT 2601 
Australia 

 

 

E-mail: lu.zhang@cbr.clw.csiro.au,  warrick.dawes@cbr.clw.csiro.au 

 



CONTENTS 

 

PREFACE 
(W.R. Dawes and L. Zhang)  
 
CHAPTER 1 Executive Summary  
(L. Zhang and W.R. Dawes)         1 

 

CHAPTER 2 Model Description  
(L. Zhang and W.R. Dawes)         9 

 

CHAPTER 3 Program Structure and Numerical Solutions 
(W.R. Dawes)           38 

 

CHAPTER 4 Sensitivity Analysis and Testing  
(L. Zhang, W.R. Dawes, T.J. Hatton, and P. Dyce, with a contribution from  

D.L. Short and W.R. Dawes)         71 

 

CHAPTER 5 Applications of WAVES 

5.1  Modelling Hydrologic Processes Using WAVES 
(L. Zhang, W.R. Dawes, and T.J. Hatton)       116 

5.2  Modelling Water and Salt Movement on the Chowilla Floodplain 

(W.R. Dawes, P.G. Slavich, T.J. Hatton, and G.R. Walker     129 

5.3 Modelling the Growth of Irrigated Lucerne Over a Shallow Saline Watertable 
(L. Zhang, W.R. Dawes, P.G. Slavich, W.S. Meyer, P.J. Thorburn, D.J. Smith,  

and G.R. Walker)          143 

5.4 Quantifying Episodic Recharge Under Crop/Pasture/Fallow Rotations 
(L. Zhang, W.R. Dawes, T.J. Hatton, I.H. Hume, M.G. O’Connell, D.C. Mitchell,  

P.L. Milthorpe, and M. Yee)         160 

5.5 Improving Water Use Efficiency of Irrigated Crops in the North China Plain –  
Measurements and Modelling  (H.X. Wang, L. Zhang, W.R. Dawes, and C.M. Lui)  183 

REFERENCES         195 

APPENDICES          213 



PREFACE
 

 

The interactions between climate, vegetation and soil are all around us. They provide the driving 

forces and fluxes for the atmosphere above the ground, and the large groundwater systems below 

it. Understanding and quantifying these interactions has therefore long been of great interest to 

researchers. 

In the Australian context, the main questions are: what is the current water balance, how has it 

changed from historical levels, and what is the optimum land management regime to satisfy a 

range of competing needs? Dryland salinity is a good example of a disturbed water balance with 

land management implications. Historically, groundwater levels were well below the soil surface, 

and were kept there by deep-rooted perennial native vegetation. Widespread clearing of this 

vegetation, and replacement with more shallow-rooted annual cropping and grazing systems, has 

led to an increase in groundwater recharge. This has caused groundwater levels to rise, mobilise 

the stored salt in the soil profile, and bring it close to the surface where evaporative concentration 

has resulted in dryland salinity. The question being addressed in this field is whether rising 

water-level trends can be halted or reversed using only vegetation management, or in combination 

with engineering options. 

WAVES is a one-dimensional, daily time-step model that simulates the fluxes of mass and energy 

between the atmosphere, vegetation, and soil systems; it has been under development since 1993. 

It is a process-based model that couples these systems by modelling the interactions and feed-

backs between them. WAVES attempts to model each sub-system with a consistent level of 

detail, so that no area is over emphasized or requires too many parameters, and similarly no area 

is treated in a trivial manner. More than this, WAVES tries to strike a balance between the com-

plexity of the model as a whole, the usefulness of the model and its ease of use, and the accuracy 

of the model outputs. If these balances have been struck, then WAVES should be easy enough to 

use, but accurate enough to believe. 

The material in this work is broken into five chapters, with the level of detail varied through 

each, so that everyone should be able to get the information they require. Chapter 1 is an Execu-

tive Summary that provides a broad-brush view of the WAVES model, highlighting strengths and 

weaknesses, to allow readers to gauge whether WAVES could be applied to any particular prob-

lem. Chapter 2 contains the conceptual model for each of the sub-systems of WAVES. This 

provides more detail on the assumptions used to scale processes to a daily-time-step, and some of 

the specific process formulations used in WAVES. Chapter 3 is a very detailed description of the 

equations that are solved in running WAVES and, where required, provides the solution method 



for nonlinear equations and matrix solution schemes. A skilled scientist should be able to essen-

tially reproduce the functions of WAVES from this chapter. Chapter 4 provides a sensitivity 

analysis of the major parameters in WAVES, and testing of the quality of the mass and energy 

balances as simulated for test cases. It also provides an extensive treatise on use of Richards’ 

equation for solving soil-water dynamics; without a robust solution method for this sub-system, 

WAVES would not be possible. Chapter 5 is a compilation of case studies that have used 

WAVES, showing the range of application of WAVES as well as the excellent results that can be 

obtained with it. These studies test the full capabilities of WAVES in many varied environments; 

it is not an exhaustive list of all the applications that have been made and published by all work-

ers using WAVES. At the end are two appendices. Appendix A details some of the mathematics 

that underpin the longwave radiation equations used in WAVES. Appendix B details the equa-

tions and solution of the analytic model used to test the Richards’ equation with a particular soil 

hydraulic model. 

The material presented represents a working document for WAVES v3.5. It is anticipated that 

further changes will be made to WAVES in the future, as new processes call to be modelled, and 

new techniques and physical descriptions are developed. 

WAVES has been developed and used as part of work funded by the Murray–Darling Basin 

Commission, Natural Resource Management Strategy, the Land and Water Resources Research 

and Development Corporation, the National Dryland Salinity Program, Australian Water Re-

sources Advisory Council, Landcare Australia, and the Australian Centre for International Agri-

cultural Research. Collaborating parties have been the Commonwealth Scientific and Industrial 

Research Organisation, Cooperative Research Centre for Catchment Hydrology, NSW Depart-

ment of Agriculture, Victorian Department of Agriculture, Victorian Department of Natural 

Resources and Environment, and the Chinese Academy of Sciences. 

Warrick Dawes 

Lu Zhang 

August 1998 
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CHAPTER 1. EXECUTIVE SUMMARY 

 

L. Zhang and W.R. Dawes 

 

 

 

1.1. Introduction 

The movement of water through the whole continuum of the soil, vegetation, and atmosphere is 

an important process that we must learn to understand, and this process is central to the energy, 

carbon, and solute balances of the system. The total system is integrated and changes in one part 

of the system will affect the others. Therefore, it needs to be dealt with in an integrated way by 

considering the dynamic interactions and feedbacks between the processes. 

Most of our current environmental problems arise from tampering with one or a few aspects of 

the system without any understanding of whole-system function. For example, in Australia much 

environmental degradation, including salinisation, is associated with changes in the near-surface 

water balance induced by massive clearing of native vegetation. These changes have led to sig-

nificant increases in groundwater recharge, which in turn have led to rising watertables and 

salinisation. The temporal and spatial scales over which these changes evince themselves pre-

cludes field experimentation as a wholly sufficient or practical tool for identifying optimal or 

appropriate land use. The main emphasis of current salinity control strategies generally involves 

either improving the growth of existing annual crops and pastures or replacing these land systems 

with perennial vegetation. The idea here is to have larger leaf area and deeper roots so that plants 

can use the evapotranspirative capacity to remove more excess soil water and hence reduce 

recharge to groundwater. This is called biological drainage (Fig. 1.1) as opposed to engineering 

ones such as a ditch or well. 

However, increased water use by plants could lead to larger upward flux of water and in the case 

of shallow saline groundwater tables this could cause salt to build up in the root zone. It is ex-

pected that the plant roots would die back and it would become more difficult for the plants to 

extract water. What would happen to the plants in the long run? Are these management options 
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sustainable? The investment and uncertain ecohydrological returns demand a means to predict the 

expected effectiveness and sustainability of such schemes.  

 

Before

After

LAI

Evapotranspiration

Evapotranspiration

uptakesalt

?

 

Fig. 1.1: Impact of salinity on plant growth and water use over shallow groundwater tables. 

The hydrological cycle along with several other processes is influenced by vegetation through the 

exchange of energy, water, carbon and other substances. As a result, they are critical for many 

hydrological processes, in particular transpiration, infiltration, and runoff. The physiological 

response of vegetation when exposed to an increase in atmospheric carbon dioxide (CO2) concen-

tration could result in closure of stomata. Consequently, this could decrease evapotranspiration 

and affect surface water balance (See Fig. 1.2). The study of the biological controls of the hydro-

logical cycle, and their ecological and environmental significance also requires an integrated 

approach that builds upon process understanding. This is essential for developing management 

strategies. 

Models of the soil–vegetation–atmosphere system can be formulated at almost any level of com-

plexity. All these models represent approximations of reality and include simplifications of the 

real process behaviour. Historically, process-based models have been developed to represent the 

system with increasing detail. When combined with appropriate data sources, such models have a 

great potential for exploring the interactions and feedbacks between processes and responses of 

the system under different management and/or climatic regimes.  
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Fig. 1.2: Impact of climate change on the hydrological cycle and ecosystem. 

1.2. Model Overview 

WAVES is designed to simulate energy, water, carbon, and solute balances of a one-dimensional 

soil–canopy–atmosphere system (Dawes and Short, 1993, Zhang et al., 1996). It is a process-

based model and it integrates soil, canopy–atmosphere with a consistent level of process detail. 

WAVES predicts the dynamic interactions and feedbacks between the processes. Thus, the model 

is well-suited to investigations of hydrological and ecological responses to changes in land man-

agement and climatic variation, such as those discussed above. 

WAVES models the following processes on a daily time-step: 

• interception of rainfall and light by canopy 

• surface energy balance 

• carbon balance and plant growth 

• soil evaporation and canopy evapotranspiration 

• surface runoff and infiltration 

• saturated/unsaturated soil moisture dynamics (soil water content with depth) 

• drainage (recharge) 

• solute transport of salt (NaCl) 

• watertable interactions. 



4 

A diagram of the components of WAVES is shown in Fig. 1.3. The model is based on five  

balances: 

• Energy Balance: partitions available energy into canopy and soil for plant growth and 

evapotranspiration (Beer’s law); 

• Water Balance: handles infiltration, runoff, evapotranspiration (Penman–Monteith equation), 

soil moisture redistribution (Richards equation), drainage, and water table interactions; 

• Carbon Balance: calculates carbon assimilation using IRM and dynamically allocates carbon 

to leaves, stems, and roots, and to estimate canopy resistance for plant transpiration; 

• Solute Balance: estimates conservative solute transport within the soil column and the im-

pact of salinity on plants (osmotic effect only); 

• Balance of complexity, usefulness, and accuracy. 

The energy balance module calculates net radiation from incoming solar radiation, air tempera-

ture, and humidity, then partitions it into canopy and soil available energy using Beer’s law. 

Evapotranspiration is calculated using the Penman–Monteith equation (Monteith, 1981) with 

available energy, vapour pressure deficit, and air temperature as inputs. The Penman–Monteith 

equation is a ‘big leaf’ model based on the combination of energy balance and aerodynamic 

principles. It requires estimation of aerodynamic and canopy resistances. The aerodynamic resis-

tance is estimated from wind speed and surface roughness, while canopy resistance is calculated 

as a function of net assimilation rate, vapour pressure deficit, and CO2 concentration. WAVES 

couples canopy and atmosphere using the omega approach proposed by Jarvis and McNaughton 

(1986) and handles multi-layer canopy explicitly. 

Runoff Infiltration
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Soil Layer 1

Soil Layer n

Evaporation

Transpiration

Interception

Overstorey

Understorey

Transpiration

Ground SurfaceRunoff Infiltration

Lateral Flow
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Evapotranspiration

Drainage
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Fig. 1.3: Conceptual diagram showing the major processes modelled by WAVES. 
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WAVES is a daily time-step model, and it is assumed that the canopy and ground surface tem-

peratures are equal to the average daily air temperature. This assumption does not introduce much 

error in the energy balance for relatively dense plant stands with non-limiting water supply 

(Zhang et al., 1996). The ground heat flux is neglected in the energy balance equation because 

over land surfaces the daily mean value of the ground heat flux is one or more orders of magni-

tude smaller than the net radiation. 

The carbon balance and plant growth module is based primarily on calculating actual daily car-

bon assimilation from a maximum value, and the relative availability of light, water, and nutri-

ents; the limiting effects of temperature and salt in the soil water on assimilation are modelled 

explicitly. It is assumed that the actual growth rate is dependent on the potential growth rate and 

the level of the available resources. To combine the three limiting factors on plant growth into a 

single scalar we use the integrated rate methodology (IRM) of Wu et al. (1994), which allows 

other limiting factors, such as atmospheric CO2 concentration, to be easily included. Once actual 

carbon assimilation is calculated, it is used as input to dynamic allocation of carbon to leaves, 

stems, and roots, and into the calculation of canopy resistance for transpiration (Slavich et al., 

1998). 

The soil water balance module handles rainfall infiltration, overland flow, soil and plant water 

extraction, moisture redistribution, drainage (recharge), and water table interactions. Soil water 

movement in both the unsaturated and saturated zones is simulated using a fully implicit finite-

difference numerical solution of a mixed form of the Richards’ equation (Richards 1931, Dawes 

and Short 1993, Short et al. 1995). A full description of Richards’ equation solution can be found 

in Dawes and Short (1993). Overland flow can be generated when the rainfall rate exceeds the 

infiltration rate of the soil, and when rain falls on a saturated surface. Both of the mechanisms are 

considered explicitly in WAVES. A watertable may develop anywhere within the soil profile. If 

non-zero slope is specified as input, then lateral subsurface flow occurs via any saturated water 

table at a soil layer boundary, and is described by Darcy’s law. A regional groundwater depth 

may be specified, and changed on a daily basis with weather, and interacts with the WAVES soil 

column. Evaporation and transpiration draw water out of the soil, and when the internal saturated 

water level is below the regional watertable, leakage into the column occurs and may bring salt 

with it. Conversely, when the internal water level is above the regional watertable, due to plant 

inactivity or large amounts of infiltration, water may leak out of the column and leach salts. 

To solve Richards’ equation, the analytical soil model of Broadbridge and White (1988) is used 

to describe the relationships among water potential, volumetric water content and hydraulic 

conductivity. This soil model has five parameters: saturated hydraulic conductivity, volumetric 

soil moisture content at saturation, air-dry volumetric water content, the soil capillary length 
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scale, and a soil structure parameter. The Broadbridge and White (1988) soil model can realisti-

cally represent a comprehensive range of soil moisture characteristics, from highly nonlinear 

associated with a well-developed capillary fringe, to weakly nonlinear associated with highly 

structured soil and macropores. 

The assumptions of the Richards equation is that the soil is incompressible, non-hysteretic and 

isothermal, and that moisture moves in a single phase only. It also assumes that flow is via the 

soil matrix only, and not via macropores and larger preferred pathways. The soil is assumed to 

isotropic for the formulation of Darcy’s equation for lateral movement. Any water ponded on the 

surface can either be left to pond, or appear as runoff within the time-step. Soil air flow is ig-

nored. 

Solute transport within the soil column is solved with a convection-dispersion equation, in the 

same way as soil moisture dynamics (Dawes and Short, 1993). It is assumed that the solute con-

centration does not interact with soil hydraulic properties, so water fluxes and contents are con-

stants with respect to the solutes, and that salt never crystallises out of solution. This makes the 

solution of solute dynamics an explicit solution. The feedback to plants of salinity is through the 

reduction in apparent available water due to the osmotic potential induced by dissolved salt  

(sodium chloride) alone. 

WAVES emphasises the physical aspects of soil water fluxes and the physiological control of 

water loss through transpiration. It can be used to simulate the hydrological and ecological effects 

of scenario management options (e.g. for recharge control). The model strikes a good balance 

between generality, realism and accuracy, and provides a powerful tool for recharge study. 

1.3. Strengths and Weaknesses 

The strengths of WAVES are: 

• WAVES is a generic model not specifically designed for any particular climatic region, soil 

types, or vegetation systems. WAVES represents a wide range of dynamic processes, with 

appropriate feedbacks, at a consistent level of complexity. It strikes a good balance between 

complexity, usefulness, and accuracy. 

• Weather data requirements are readily available. The minimum dataset comprises daily 

maximum and minimum air temperatures, and daily rainfall. 

• The soil parameters used in WAVES are physical quantities that can be readily measured or 

estimated. 

• WAVES can perform long-term simulations for as much weather data as is available or can 

be generated. 
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• WAVES is a DOS-based program not requiring Windows, and all output is in standard ASCII 

files that can be read into any commercial graphing software. It is quick to run, requiring 

about 2–3 seconds per year of simulation on a Pentium, regardless of which combination of 

processes is being simulated. 

• WAVES has been extensively tested and the results have been published in international 

journals. Test sites include HAPEX-MOBILHY in France and FIFE in USA (Zhang et al., 

1996), Hillston in New South Wales and Walpeup in Victoria (Zhang et al., 1999a), Loddon–

Campaspe catchments in Victoria (Salama et al., 1999), Griffith in New South Wales (Zhang 

et al., 1999b), the North China Plain in China (Wang et al., 1997), Chowilla in South Aust-

ralia (Slavich et al., 1998), North Stradbroke Island in Queensland (Green et al., 1997a), and 

the Swan Coastal Plain in Western Australia (Green et al., 1997b). 

The weaknesses are: 

• WAVES is a one-dimensional model, although the effects of slope and aspect on intercepted 

radiation and local lateral movement in water tables are incorporated. 

• The form of Richards’ equation used in WAVES assumes that there are no thermal effects on 

water flow, that the soil does not shrink or swell, and that the soil is non-hysteretic. Macro-

pores, preferred pathways, and cracking soils cannot be modelled explicitly with WAVES, 

unless these effects can be represented within the soil hydraulic model. 

• WAVES is a daily time-step model, and process representations are simplified to match this, 

and smaller time scale phenomena are not modelled. 

• The generic plant growth model in WAVES is designed for looking at the hydrological 

impact of plants and does not model plant phenology, or dynamically fill grain. Estimation of 

grain yield from crops is through use of two forms of the Harvest Index. WAVES does not al-

low dynamic selection of vegetation type. 

• WAVES uses an abstraction of relative nutrition, and does not perform nutrient cycling and 

leaching. 

1.4. Data Requirements 

WAVES requires three types of data: (i) meteorological data; (ii) soil parameters; and (iii) vegeta-

tion parameters. The meteorological data required are maximum and minimum daily air tempera-

ture, daily average vapour pressure deficit, rainfall, rainfall duration, daily solar radiation. Some 

or all of these data are available from weather stations, and with only the temperatures and rain-

fall, realistic estimates of the other data can be made. The soil data required is knowledge of the 

soil layering, and the parameters that describe the relationships between ψ (soil water potential),  

θ (volumetric water content), and K (hydraulic conductivity). Use of the Broadbridge–White soil 

model allows WAVES to guarantee accuracy and convergence of the water dynamics. For plant 
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growth and the calculation of the energy balance, WAVES requires 22 vegetation parameters. 

Most of these can be measured directly or taken from plant physiological literature, with only a 

few remaining for fitting, or adapting to local conditions. Hodges (1992), Vertessy et al. (1996), 

Hatton et al. (1995), Salama et al. (1999), and Zhang et al. (1999a,b) have published the sources 

and values of the parameters used in the WAVES vegetation growth module. 

1.5. Model Availability 

The WAVES model software (including source code) plus documentation is supplied free of 

charge through collaboration or direct application to CSIRO Land and Water. The documentation 

and executables (Version 3.5) will be available on the WWW in 2000. 
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CHAPTER 2. MODEL DESCRIPTION 

L. Zhang and W. R. Dawes 

 

 

2.1 Introduction 

The physical and biological processes describing the surface water, energy and solute balances of 

the plant–soil–atmosphere system are, in general, well understood. Models of that system can be 

formulated at almost any level of complexity with as many or as few processes as required. The 

level of model complexity is usually determined by the application. 

Historically, physically based models have been developed to represent the real world with 

increasing detail. The place and use of such models, and the information contained in the data 

required to run them, have been debated in hydrology literature for over 20 years, most recently 

by Beven (1989, 1993), Hauhs (1990), Wheater and Jakeman (1993) and Barnes (1993). These 

authors argue that physically based models are most appropriately used in exploring the interac-

tions between processes and fluxes under different management and/or climatic regimes, given 

clearly stated assumptions about which small-scale processes are relevant. 

In Australia, most environmental degradation is associated with changes in the surface water 

balance induced by changes in land cover. The temporal and spatial scales over which these 

changes evince themselves precludes field experimentation as a wholly sufficient or practical 

investigative tool for identifying optimal or appropriate land use. Decision-makers are therefore 

reliant on models, especially physical process models, for predicting expected changes in the 

landscape; the diversity of recent hydrological modelling tools in use in Australia (see Grayson 

and Chiew 1994 and Hatton et al. 1994 for recent reviews) is testament to this need. 

The WAVES model was designed to enable the simulation of soil–vegetation–atmosphere system 

behaviour under alternative management and climatic variation. The aim is to represent the 

interactions and feedbacks of the system in the simplest possible way, yet with adequate descrip-

tion of the key processes. The model predicts the dynamic interactions, and fluxes of energy, 

water, carbon, and solute within soil–vegetation–atmosphere systems. 

The model adopts a one or two layer canopy representation with a soil layer underneath. The 

aerodynamic resistance at the top of the canopy is determined based on Monin–Obukhov surface 

layer similarity theory and the within canopy aerodynamic resistances are estimated using the 
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mixing-length approach (Raupach and Thom, 1981). The boundary layer resistances are ne-

glected for simplicity. The model formulates the physiological control on transpiration using the 

canopy resistance calculated as a function of the net assimilation rate, and the vapour pressure 

deficit and CO2 concentration at the canopy surface. The soil hydrology is described by the 

Richards equation. A distinguishing feature of the model is to couple the soil–vegetation–

atmosphere system by changing the value of the saturation vapour pressure deficit of air in the 

canopy. The model can be used to predict plant growth using a saturation rate kinetics formula-

tion and to simulate solute transport in the soil (Hatton et al. 1992, Dawes and Short, 1993, Wu et 

al. 1994, Zhang et al. 1996, Dawes et al. 1997). 

This section provides a detailed technical description the conceptual framework, theoretical 

background, and process representation. It also describes the governing equations, parameter 

estimation, and assumptions within WAVES. The document is adapted from existing publications 

on WAVES. 

2.2 General Principles 

A realistic formulation of the interaction between soil–vegetation–atmosphere must represent the 

following physical or biological processes: 

• radiation balance: to determine the available energy at the surfaces of each canopy layer and 

the underlying soil, to estimate sensible and latent heat fluxes; 

• interception: to determine the amount of water intercepted on the canopy surface; 

• atmospheric turbulence: to determine the atmospheric and boundary layer resistances for 

momentum, heat and mass transfer; 

• canopy physiology: to determine the physiological control of transpiration; 

• runoff generation: to determine surface runoff based on precipitation, evaporation and infil-

tration; 

• soil dynamics: to determine heat and water transport in the soil, recharge to groundwater, and 

the available soil moisture; 

• solute transport and impact on plant growth: to estimate conservative solute transport within 

the soil column and the impact of salinity on plants. 

This list is not comprehensive, but highlights the major processes and interactions. The complex-

ity of a model should be constrained by the questions being answered, critical interactions, prob-

able data availability, and the need to represent the processes consistently. Any model of the soil–

vegetation–atmosphere should be designed with a clear objective and used appropriately. 

WAVES is composed of four modules, which solve energy, water, carbon, and solute balances on 

a daily time step. The schematic diagram of WAVES is shown in Fig. 2.1. 
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Fig. 2.1. Conceptual diagram showing the major processes modelled by WAVES. 

 

The energy balance module calculates net radiation from incoming solar radiation, air tempera-

ture, and humidity, then partitions it into canopy and soil available energy using Beer’s law. The 

carbon balance and plant growth module is based primarily on calculating actual daily carbon 

assimilation from a maximum value, and the relative availability of light, water, and nutrients; the 

limiting effects of temperature on light, and salt in the soil water are modelled explicitly. The soil 

water balance module handles rainfall infiltration, overland flow, soil and plant water extraction, 

moisture redistribution, drainage (recharge), and water table interactions. The solute balance 

module solves a convection-dispersion equation, in the same way as soil moisture dynamics 

(Dawes and Short, 1993). It is assumed that the solute concentration does not interact with soil 

hydraulic properties, so water fluxes and contents are constants with respect to the solutes. The 

feedback to plants of salinity is through the reduction in apparent available water due to the 

osmotic potential induced by dissolved common salt (sodium chloride, NaCl) alone. 

These four modules are linked in the following way. At the beginning of each day time-step, the 

climatic forcing variables are set. The next step is to use the current values for leaf area to per-

form the surface energy balance, and set limits on the availability of water to plants for this day. 

The plant growth routines are required next to calculate gross carbon assimilation, plant respira-

tion, and root growth. The actual assimilation rate is used to calculate canopy conductance, and 

plant transpiration. The soil evaporation is also calculated using the surface conditions from the 

start of the day. These fluxes set the surface boundary condition, and internal sinks, for solution 

of Richards’ equation, which partitions rainfall into runoff, infiltration, drainage or uptake from a 
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watertable, and stored water. After this solution, the internal water fluxes are set, and conserva-

tive solute transport of common salt can be determined. 

2.3 Rainfall interception 

Rainfall interception for each canopy layer and the litter layer is scaled as a linear function of leaf 

area index as in Running and Coughlan (1988) and Hatton et al. (1992). When no rain occurs on 

a given day, evaporation is allowed to take place at the rate calculated from the Penman–

Monteith equation. Where rain does occur, a sub-daily time step equal to the rainfall duration is 

performed with the intensity calculated from the rainfall amount and duration, and then evapora-

tion from the surface occurs for the remainder of the day. When rain falls, any existing vegetation 

canopies can intercept water according to a linear relationship between leaf area and maximum 

interception: 

Imax = Kr LAI  (2.1) 

where Kr is the rainfall interception coefficient (m LAI–1), and LAI is the leaf area index of the 

canopy layer. Any intercepted water must be evaporated before transpiration can occur, and all 

precipitation in excess of the interception capacity, reaches the next lowest canopy, or the ground 

surface. Vertessy et al. (1993) showed that this rainfall interception model worked well over a 

wide range of rainfall rates, and with a growing forest cover. 

2.4 Energy balance and evapotranspiration 

2.4.1 Energy balance 

Evapotranspiration and sensible heat flux into the atmosphere are constrained by the available 

energy at the soil–vegetation–atmosphere interface. Depending on the nature of the surface, this 

interface may consist of water, bare soil, vegetation, or of some other substrate. For practical 

purposes, the energy balance equation can be written as: 

Rn − Ps − G − Ah − λ E − H = S  (2.2) 

where Rn is net radiation, Ps the energy flux for photosynthesis, G is the ground heat flux, Ah is 

the advection of energy from the surrounding, λE is evapotranspiration, H is the sensible heat 

flux, and S is the rate of energy storage. 

The importance of the terms in the energy balance equation depends on the nature of layer for 

which the energy balance is written. In general, net radiation is the dominant term in the energy 

balance equation not only in the absolute sense, but also because the magnitudes of all the other 
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terms depend to some extent, directly or indirectly, on the size of net radiation. The net radiation 

flux can be determined from meteorological data, and the method is described in the next section. 

The energy absorbed for photosynthesis in day-time ranges from 6 to 16 W m–2, depending on 

species (Monteith and Unsworth, 1990). Thus, it is usually negligible in comparison with net 

radiation and often be ignored in the energy balance equation, except when the objective is to 

determine the rate of energy absorption by photosynthesis itself. The ground heat flux is positive 

during the day, ranging from 2 to 20 per cent of net radiation, and negative at night with more or 

less the same magnitude. However, the daily mean values of the ground heat flux are often one or 

more order of magnitude smaller than the major terms in the energy balance equation (Brutsaert, 

1982, Zhang et al., 1996). The energy advection term is often neglected in the energy balance 

equation because it is difficult to estimate (Thom, 1975). Evapotranspiration and sensible heat 

flux are the most important terms in the energy balance equation. There are a number of methods 

for estimating these fluxes. In the next section, we will describe the combination method for 

calculating evapotranspiration. The rate of change in energy storage is often omitted from the 

energy balance equation in the case of a thin layer of water, soil or canopy, especially on a daily 

basis. However, this term may have to be considered in the case of a tall vegetation such as 

forest. 

2.4.2 Radiation budget 

The surface radiation balance can be written as: 

luldsusdn R  R + R  R = R −−  (2.3) 

where Rn is the net radiation, Rsd is the shortwave downward radiation, Rsu is the shortwave 

upward radiation, shortwave or solar radiation consists of direct and diffuse radiation, Rld is the 

longwave downward radiation, and Rlu is the longwave upward radiation.  

The shortwave downward radiation is the radiant flux resulting directly from the solar radiation. 

It is considerably modified by passage through the atmosphere. The measurement of the short-

wave downward radiation can easily be made by using a calibrated pyranometer. In the event that 

suitable radiation data are not available, the shortwave downward radiation can be estimated from 

the actual number of bright sunshine hours and the number of daylight hours (Brutsaert, 1982). 

The shortwave upward radiation or reflected shortwave radiation is a significant term in the 

radiation balance and is mostly affected by the albedo of the surface. The longwave downward 

radiation from the atmosphere can be measured radiometrically, or calculated from knowledge of 

the vertical profiles of temperature and humidity, or estimated from empirical formulae. Due to 

the fact that necessary data of temperature and humidity profiles are not always available, it is 
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often convenient to express the longwave downward radiation as a function of meteorological 

data at screen height and the longwave upward radiation is estimated in a similar way (Brutsaert, 

1982): 

T = R 4
aald σε  (2.4) 

Rlu  =  εsσ a
4T  (2.5) 

with εa =  1.24(ea/Ta
1/7)  (2.6) 

in which Ta is the air temperature at screen height in K, εa is the atmospheric emissivity, ea is the 

vapor pressure in hPa, εs is the surface emissivity (equal to 0.97), and σ is the Stefan–Boltzman 

constant. 

To calculate net radiation fluxes for different canopy layers and ground surface, we must deter-

mine longwave radiation of the atmosphere and that emitted from the canopy layers and ground 

surface a priori. WAVES is a daily time step model and at this level of complexity, it is not 

unreasonable to assume that the temperatures of the overstorey, understorey and ground surface 

are equal to air temperature (Ross, 1981). The differences in their longwave radiations are due to 

the emissivity. This is a good approximation for relatively dense plant stands with non-limiting 

water supply. WAVES is not a leaf level model and it integrates over whole canopies. The em-

phasis of WAVES is on water balance not leaf photosynthesis. Therefore, there is no need to 

separate sunlit and shaded leaves, which will complicate the model and increase the number of 

parameters. Attempts have been made in WAVES to represent different processes with a consis-

tent level of complexity and this treatment can also be justified against these objectives. 

When the radiation balance equation is applied to a plant canopy, the interception, reflection, 

transmission and absorption of radiation by vegetation have to be dealt with. Ross (1981) has 

shown that the theoretical equations for direct and diffuse radiation transfer in a plant canopy are 

complicated and cumbersome. These equations offer a theoretical treatment of the problem, but 

are of limited use in practice. For this reason, attempts have been made to simplify the theoretical 

formulae and replaced some of the functions with empirical constants. As a result, some 

comparatively simple equations have been derived namely semi-empirical formulae. These 

equations retain the key physical processes governing radiation transfer and contain bulk 

constants. It has been shown that these equations generally agree well with experimental data 

(Ross, 1981). Shortwave radiation transfer equations used in WAVES are, in a strict sense, not

theoretically derived but semi-empirical. WAVES makes no distinction between direct and 

diffuse radiation and this can be seen as an approximation. As shown by Ross (1981, 1975) and 

Monsi and Saeki (1953) that the total solar radiation (direct + diffuse) can be described by a 
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(1953) that the total solar radiation (direct + diffuse) can be described by a simple exponential 

equation (Beer’s Law). 

In WAVES no distinctions are carried between different wave bands visible (PAR) and near-

infrared (NIR). The attenuation of shortwave radiation, PAR, and NIR with depth is shown in 

Fig. 2.2. It can be seen that PAR decreases more rapidly than NIR and the attenuation of short-

wave radiation lying between them. This suggests that using a single attenuation coefficient for 

shortwave radiation does not lead to any errors in irradiance for energy balance purposes. For 

calculating PAR for plant growth, however, it is important. WAVES currently uses 50% as a 

fixed PAR ratio. 
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Fig. 2.2. Penetration function for shortwave (SW), visible (PAR), and near-infrared (NIS) 

The longwave radiation calculations in WAVES are simplified on the basis of having daily time 

step, the canopy is a turbid medium, and in isothermal conditions. Ross (1981) has shown that net 

longwave radiation in a canopy can be dealt with in a similar way as for shortwave radiation (see 

Appendix A). 

We assume all leaves are randomly distributed with horizontal inclination. For a two-layer can-

opy, the partial coverage of the individual layers can be determined by (Monteith and Unsworth, 

1990; Van De Griend and Van Boxel, 1989): 

Λ1 = 1 − exp −kLAI1( )= 1− τ LAI1( ) (2.7) 



16 

  

Λ2 = exp −kLAI1( )− exp −k(LAI1 + LAI2 )( )[ ]/ exp −kLAI1( )
= τ LAI1( )−τ LAI1 + LAI2( )[ ]/τ LAI1( )

 (2.8) 

and the total coverage of the ground surface follows from equations (2.7) and (2.8) as: 

( )( )21 111 Λ−Λ−−=Λ  (2.9) 

where k is the attenuation coefficient for light, and LAI1 and LAI2 are the leaf area indices of the 

overstorey and understorey canopy respectively. 

Following Ross (1981), the radiation transfer equations for the soil–vegetation system are given 

by: 

Overstorey 

11 Λ↓= sdsv RR  (2.10) 

111 Λ↑= αsdsv RR  (2.11) 

( ) 111 1 Λ−= αsdsn RR  (2.12) 

( ) 111 Λluldln RRR −=  (2.13) 

( ) ( ){ } 111 1 Λ−+−= luldsdn RRRR α  (2.14) 

Understorey  

( ) 212 exp Λ−↓= KLAzRR sdsv  (2.15) 

( ) 2122 exp Λ−↑= KLAzRR sdsv α  (2.16) 

( ) ( ) 2122 exp1 Λ−−= kLAIRR sdsn α  (2.17) 

( ) ( ) 2122 ΛkLAIexpRRR luldln −−=  (2.18) 

( ) ( ){ } ( ) 21222 exp1 Λ−−+−= kLAIRRRR luldsdn α  (2.19) 

Ground surface 

( )tsdsg KLAIRR −↓= exp  (2.20) 

( )tgsdsg KLAIRR −↑= expα  (2.21) 

( ) ( )tgsdsng kLAIRR −−= exp1 α  (2.22) 

( ) ( )tlugldln kLAIexpRRR −−=2  (2.23) 

( ) ( ){ } ( )tlugldgsdng kLAIRRRR −−+−= exp1 α  (2.24) 
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where the subscripts d and u indicate downward and upward radiations; s and l indicate short-

wave and longwave radiations; 1, 2, and g represent overstorey, understorey, and ground surface 

respectively; n indicates net shortwave or longwave radiation; αi is the albedo of a particular 

surface; and LAIt is the cumulative leaf area index (LAI1+LAI2). 

2.4.3 Initial and atmospheric boundary conditions 

The initial conditions are generally set up the users. The atmospheric boundary conditions neces-

sary to run WAVES include maximum and minimum daily air temperature, vapour pressure, 

rainfall, and solar radiation. These data are normally measured at most meteorological stations. If 

the complete set of data is not available, missing data can be generated using a program called 

GENCLIM, which is a modification of the program MTCLIM by Running et al. (1987). In irriga-

tion areas, information on amount of water applied and frequency can be considered as boundary 

conditions as well. 

Assumptions in energy balance and radiation budget 

• It is assumed that all leaves in the canopy are randomly distributed with horizontal 

inclination. The partitioning of radiation between the canopy layers can be described by 

Beer’s law. 

• WAVES makes no distinction between direct and diffuse radiation. No separation is 

made for different wave bands such as visible (PAR) and near-infrared (NIR). 

• The canopy temperatures of the overstorey, understorey, and ground temperature are 

equal to the air temperature. It is a reasonable approximation for a daily time step model. 

• The differences in longwave radiation from different surfaces are due to the emissivity. 

• Net radiation, evapotranspiration, and sensible heat flux are the dominant terms in the 

energy balance equation. 

2.4.4 Combination methods 

Estimation of evapotranspiration can be based either on aerodynamic approaches or on principles 

of energy balance. However, both of the methods require information at two or more levels above 

the surface. In practice, this information is difficult to obtain. To facilitate calculation of 

evapotranspiration using measurements made at one level only, Penman (1948) first introduced 

the combination equation by combining aerodynamic and energy balance principles for open 

water surface or short green vegetation with adequate moisture at all times. The method was 

further developed by Monteith (1965) who combined aerodynamic and surface (canopy) parame-

ters, and energy balance in an evapotranspiration equation known as the Penman–Monteith 
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equation for a surface of any type in any state of water supply. In what follows, the derivation of 

this equation is described. 

Fig. 2.3 illustrates schematically the structure of a single-layer model for the partition of available 

energy into latent heat (evapotranspiration) and sensible heat fluxes. The resistances shown in 

Fig. 2.3 are stomatal resistance (rst), boundary resistance (rB), ‘eddy diffusive’ resistance for heat 

(rH), and for water vapour (rV). The boundary resistance is usually combined with eddy diffusive 

resistance to form the aerodynamic resistance (ra). 

 

Fig. 2.3. The resistance network used in ‘big leaf’ model of the vegetation/atmosphere 

interaction (from Shuttleworth, 1979). 

The transfer of sensible heat is given by 

H = ρ cp
Ts − Ta

ra

 (2.25) 

where ρ and cp are respectively the density and the specific heat of the air at constant pressure, Ts 

is the surface temperature of the vegetation canopy, ra is the aerodynamic resistance for sensible 

heat. 

While subject to additional resistance (canopy resistance), the transfer of latent heat flux 

(evapotranspiration) can be expressed as 

λ E =
ρ cp

γ
es − ea

ra + rs
 (2.26) 
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where γ is the psychrometric constant, es is the saturated vapour pressure, ea is the actual vapour, 

and rs is the canopy resistance. 

Using an average gradient (∆) of the saturated vapour pressure versus temperature, one obtains 

the following expression by combining equations 

λ E =
∆ Rn − G( )+

ρ cp

ra

es − ea( )
∆ + γ ra + rs( )/ ra

 (2.27) 

Equation (2.27) has a two-term structure suggesting that evapotranspiration has both energy and 

aerodynamic contributions. This equation is generally known as the Penman–Monteith equation 

and it is obtained by treating the entire canopy as one ‘big leaf’ with a bulk stomatal resistance 

(or canopy resistance) and a bulk aerodynamic resistance. As mentioned, the main feature of the 

combination equation is that it requires measurements of meteorological variables at one level 

only. 

2.4.5 Evapotranspiration 

Fig. 2.4 shows the schematic resistance network for WAVES. The transpiration from the over-

storey and understorey canopy layers, and evaporation from the soil can be separately calculated 

using equations of the Penman–Monteith type 

λE1 =
sRnv1 + ρcp Da /(ra1 + rb1 )
s + γ 1+ rc1 / ra1 + rb1

 
 
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 
 

 
  

 
  

 (2.28) 





 


 +++

++=
222

2212
2

/1

)/(

bac

bacpnv

rrrs
rrDcsRE

γ
ρλ  (2.29) 




 ++
+=

ass

ascpng
s rrs

rDcsRE
/1

/2

γ
ρλ  (2.30) 

where s is the slope of the saturation vapor pressure versus temperature curve, ρ is the air density, 

cp is the specific heat of air at constant pressure, Da is the vapor pressure deficit at reference 

height, Dc1 and Dc2 are the vapor pressure deficit at canopy source height for the overstorey and 

understorey respectively, ra1, ra2 and ras are the aerodynamic resistances between the overstorey 

canopy source height and a reference level, between the understorey source height and the over-

storey canopy source height, and between the soil surface and the air within the understorey 

canopy, respectively; rb1, rb2 are bulk boundary layer resistances of the vegetation elements in the 
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overstorey and understorey canopies, rc1, rc2 are the canopy resistances for overstorey and under-

storey canopies, rs is the soil resistance, γ is the psychrometric constant.  

 

Fig. 2.4. A schematic resistance network for the WAVES model. The symbols are defined in 

the text. 

The ground heat flux is neglected in equation (2.30) because over land surfaces the daily mean 

value of the ground heat flux is one or more orders of magnitude smaller than the net radiation 

(Brutsaert, 1982). The boundary layer resistances are generally much smaller than the corre-

sponding aerodynamic resistances, especially if the leaf area index is large (Shuttleworth and 

Wallace, 1985; Choudhury and Monteith, 1988). As well, the Penman–Monteith equation is 

found to be rather insensitive to the values of the boundary layer resistance (Shuttleworth and 
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Wallace, 1985). Based on these observations, the boundary layer resistances are neglected and 

equations (2.24) and (2.25) can now be expressed as: 
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Assumptions in evapotranspiration sub-model 

• The canopy can be represented as a ‘big leaf’ using bulk aerodynamic resistance and bulk 

canopy resistance. 

• Ground heat flux can be neglected over land surface on a daily time step. 

• The boundary resistances are much smaller than the corresponding aerodynamic resis-

tances, especially when the leaf area index is large. 

2.4.6 Feedback processes between canopy and atmosphere 

There exist feedback responses between canopy transpiration, vapour pressure deficit at the 

canopy surface, and canopy resistance (Jarvis and McNaughton, 1986). For example, an increase 

in the canopy vapour pressure deficit can affect the canopy resistance, transpiration, and 

photosynthesis. These primary responses can result in secondary responses. As transpiration 

increases, the water potential of the mesophyll cells will increase, which has a feedback on 

canopy resistance. On the other hand, increases in transpiration will also affect canopy vapour 

pressure deficit. The vegetation canopy and the atmosphere are coupled and the feedback 

between the processes can be explained using the omega coefficient proposed by Jarvis and 

McNaughton (1986): 

Dci = ΩciDeqi + 1 − Ωci( )Da  (2.33) 

with 

( )1/ +





= εγε

p

ci
nvieqi c

r
RD  (2.34) 

Ωci = ε + 1( ) / ε + 1+ rci /rai( ) (2.35) 
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where the subscript i is equal to 1 for the overstorey and 2 for the understorey, Ωci is the decoup-

ling coefficient, Deqi is the equilibrium saturation deficit, ε is s/γ. Tall vegetation canopies, such 

as coniferous and deciduous forest, have small omega values and they are well coupled to their 

environment. As a result, transpiration rate is sensitive to changes in the vapour pressure deficit 

and canopy resistance. On the other hand, short vegetation canopies, such as crops and pasture, 

have high omega values and are decoupled from their external environment. The vapour pressure 

deficit at the canopy surface tends to a equilibrium value and the transpiration is controlled 

strongly by net radiation. 

2.4.7 Aerodynamic resistances 

In describing transfer of latent heat and sensible heat fluxes, it is convenient to use the so-called 

aerodynamic resistance approach. By analogy to Ohm’s law in electricity, the aerodynamic 

resistance can be defined as: 

entitytheofdensityflux

entityanofdifferenceionconcentrat
resistancecaerodynami =  (2.36) 

This definition is arrived at by replacing in Ohm’s law ‘potential difference’ by concentration 

difference and ‘current’ by flux density. The aerodynamic resistance represents the time in which 

a unit volume of air exchanges energy with a unit area of surface. It can be calculated from wind 

speed and surface roughness by assuming a logarithmic wind profile (Thom, 1975). The dimen-

sion of aerodynamic resistance is (velocity) –1. 

In WAVES, separate aerodynamic resistances are calculated for the overstorey, understorey, and 

ground surface. These resistances vary with wind speed and roughness length. Above the over-

storey, the wind speed profile is assumed to be logarithmic and mean wind speed decreases 

exponentially through the overstorey and understorey. The aerodynamic resistance between 

overstorey canopy source height and reference level is determined by Monin–Obukhov surface 

layer similarity theory: 

( )[ ]{ } ( )ukzdzra
22

011 //ln ψ−−=  (2.37) 

where u is the wind speed at the reference height z, k is the von Karman constant, z01 is the rough-

ness length of the overstorey canopy, d is the zero plane displacement, ψ is the atmospheric 

stability function. It is reasonable to approximate the roughness length and the zero plane dis-

placement as fractions of the canopy height (Brutsaert, 1982; Monteith and Unsworth, 1990). The 

effect of atmospheric stability on the aerodynamic resistance is not considered in WAVES. 
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The aerodynamic resistance between understorey source height (z2) and overstorey canopy source 

height (z1+z2) is defined as: 

)(/
2/)(

2/
2
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2
zKdzr

zz

z
a ∫

+
=  (2.38) 

The increase of the diffusivity K(z) with height is approximately exponential and the relation may 

be expressed by (Thom, 1975): 

z/H)]  (1[expK(H) = K(z) −−α  (2.39) 

where H is the height of the overstorey canopy, α is an attenuation coefficient, and 

]zd)/ [(z d)u/  (Hk = K(H) 01
2 −− ln  (2.40) 

The following expression can be obtained from equations (2.38) and (2.39): 

/2H]]zz[  /2H)z([
K(H)

)(H = r 2a )(expexp
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122 +−−− αα
α

α
 (2.41) 

The aerodynamic resistance between the soil surface and the air within the understorey canopy is 

defined in a similar way as for ra2 : 

/2H]]z[  /2H)z([
K(H)

)(H
 = r 202as αα

α
α

−−− expexp
exp

  (2.42) 

where z02 is the roughness length for the understorey canopy. 

2.4.8 Surface resistance to soil evaporation 

The surface resistance rs in WAVES is assumed to be zero until the water content in the first 

node depth drops below the air dry soil moisture content; commonly called stage 1 soil evapora-

tion (Ritchie, 1972). The soil resistance during stage 2 evaporation is determined by the method 

of Choudhury and Monteith (1988): 

)Dp/(l = r ms τ  (2.43) 

where p is the porosity of the soil, Dm is the molecular diffusion coefficient for water vapour, τ is 

a tortuosity factor and l is the depth of the air-dry soil layer. The depth of the soil layer is deter-

mined dynamically by the finite difference Richards’ equation of water content, by finding how 

deep below the surface the soil is at air-dry potential. 
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Assumptions in aerodynamic resistances 

• The conventional log-linear wind profile is assumed to be valid above the canopy. 

• It is assumed that on a daily time-step the effect of atmospheric stability on the aero-

dynamic resistance is not significant. 

• The vertical profile of wind speed within a plant canopy is assumed to be similar to that 

of eddy diffusivity, which tends to decrease exponentially with depth. 

2.5 Soil water dynamics and runoff 

2.5.1 Richards’ equation 

Movement of water through a soil matrix is governed Darcy’s law: 

q = −k
dH
dz

= −k 1− ∂ ψ
∂ z

 

 
  

 

 
   (2.44) 

where q is water flux density, H is the total hydraulic head, which is the sum of the gravitational 

potential, and the matric potential ψ, z is the vertical distance from the soil surface downward, 

and k is the hydraulic conductivity. Darcy’s law states that water flux density is proportional to 

the hydraulic gradient, which is the driving force. The proportionality factor k is generally known 

as the hydraulic conductivity. 

Darcy’s law assumes that the soil is homogeneous and isotropic so that the hydraulic conductivity 

is uniform and has no dependence on the direction of water movement. It further assumes that the 

soil is isothermal, isotropic, incompressible. Darcy’s law is valid for most range of flow veloci-

ties observed in soil. 

The continuity equation of water flow can be expressed as: 

∂θ
∂ t

= −
∂ q
∂ z

+ S  (2.45) 

where θ is volumetric water content, t is time, and S is a source/sink term. 

Combining equations (2.44) and (2.45) gives the general flow equation: 

∂θ
∂ t

= −∂ q
∂ z

+ S = − ∂
∂ z

k − k
∂ ψ
∂ z

 

 
  

 

 
  + S  (2.46) 
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Equation (2.46) is the fundamental mixed form of the Richards equation. 

For analytic solutions and common numerical solution techniques, equation (2.46) is often cast 

with a single dependent variable. The ψ-based form was used by Richards and has traditionally 

been seen as mandatory to treat soils that may become saturated. A criterion for choosing a form 

of the equation is the need to minimise nonlinearity in time and space. Redinger et al. (1984) and 

Ross and Bristow (1990) minimised nonlinearity in time by using θ on the left hand side of the 

equation, and reduced nonlinearity in space by using the Kirchhoff transform in the flux term: 

[ ] Sz
UKzt +−−= ∂

∂
∂
∂

∂
∂θ  (2.47) 

where θ is the soil water content, t is time, K is the hydraulic conductivity and U is the Kirchhoff 

transform variable defined as: 

∫ ∞−
Ψ=

ψ
KdU  (2.48) 

where Ψ is the matric potential of the soil water. 

The sink term S which accounts for the rate of water extraction from the soil is modelled as 

follows. For evapotranspiration, the water is extracted from the entire root zone according to a 

weighting function which depends on the rooting density and availability of soil moisture. The 

model first calculates total root water uptake potential (RWUP): 

( ) iimaxl

n

i
i zrRWUP ∆ψψ −= ∑

=1

 (2.49) 

where ri is the root biomass, ψlmax is the most negative water potential under which roots can still 

extract water (its value can be estimated from the minimum leaf water potential), ψi is the total 

potential (matric and osmotic), ∆zi is the depth of the discretised soil layer, and subscript i repre-

sents the soil layer. Then water uptake from each discretised soil layer is determined by 

( )
E

RWUP
zr

S iimaxli
i λ

∆ψψ −
=  (2.50) 

The calculated water uptake from equation (2.50) is balanced with the available water which can 

be obtained by 

S'i = θ i −θd( )∆zi  (2.51) 

The actual water uptake from each discretised soil layer is determined by 
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Si = min Si , S'i{ } (2.52) 

This method does not require a functional form of the equation for root water extraction and is 

suitable for investigating the impact of salinity on water extraction and plant growth. 

2.5.2 Initial and boundary conditions 

The initial conditions can be specified by the user as matric potential at specified depths. The 

lower boundary condition in equation (2.47) is defined as a fraction (β) of hydraulic conductiv-

ity: β is set to 1 when the lower boundary condition is free drainage, and β is set equal to zero for 

an impermeable boundary. For the upper boundary condition, three conditions may exist. Firstly, 

all rainfall or evaporation can be transmitted through the soil surface; in this case the flux of rain 

or evaporation is set. Rainfall may exceed the capacity of the soil either because the rate is too 

high (Hortonian runoff), or the soil becomes saturated (Hewlett or Dunne runoff); in this case the 

surface is set to a constant saturated potential, and all rainfall in excess becomes runoff. Finally 

evaporation may be limited by dry soil; in this case the soil surface is set to a constant air-dry 

potential and the flux passing the surface node is returned as the daily evaporation. 

To solve Richards’ equation, an analytical soil model of Broadbridge and White (1988) is used to 

describe the relationships among water potential, volumetric water content and hydraulic conduc-

tivity. This soil model has five parameters, including the saturated hydraulic conductivity, the 

volumetric soil moisture content at saturation, air-dry volumetric water content, the soil capillary 

length scale which is a function of sorptivity, and a soil structure parameter. The Broadbridge and 

White soil model can realistically represent a comprehensive range of soil moisture characteris-

tics, from the highly nonlinear associated with a well developed capillary fringe, to the weakly 

nonlinear associated with highly structured soils and macropores. The model is subject to two 

levels of dimensionless scaling that lead to simple rules for guaranteed numerical performance 

(Short et al., 1995). 

Assumptions in the Richards’ equation 

• The soil is rigid, incompressible, non-hysteretic, and isothermal. 

• Water flow is via the soil matrix only, and not via macropores and larger preferred path-

ways. 

• The soil is isotropic so that the saturated hydraulic conductivity of the soil is used in the 

formulation of Darcy’s law for lateral movement. 

• Vapour flow within the soil is not modelled explicitly, but included in the soil hydraulic 

model if possible. 
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2.5.3 Runoff generation 

Overland flow can be generated from the excess of rainfall intensity over soil infiltrability, and 

the occurrence of precipitation over saturated surfaces. Both of the mechanisms are considered 

explicitly in WAVES. Water tables may develop anywhere within the soil profile. If non zero 

topographic slope is specified as input, then lateral subsurface flow occurs via the saturated water 

table and is described by Darcy's law. 

2.6 Solute Transport 

2.6.1 Theory 

Soil water contains dissolved salts which may range from 5 mg per litre in rainwater to as high as 

10 000 mg per litre in drainage from saline soil (Hillel, 1980). Solute transport in the soil is 

governed by three mechanisms, namely convection, diffusion, and hydrodynamic dispersion. 

The convection of soil water carries with it a convective flux of solutes qsc , which is proportional 

to their concentration c: 

qsc = qc = −c(k dH/ dz)  (2.53) 

The average apparent velocity v  of the flowing solution can be calculated as: 

v = q/θ  (2.54) 

where θ is volumetric water content. Combining eq. (2.53) and (2.54) yields: 

qsc = qc = v θ c   (2.55) 

Diffusion processes commonly occur within gaseous and liquid phases. The net effect is a ten-

dency to equalise the spatial distribution of diffusible components in any mixed or multicompo-

nent fluid. As such, diffusion processes are extremely important in the soil. If solutes do not 

happen to be distributed uniformly throughout a solution, concentration gradients will exist and 

solutes will tend to diffuse from high concentration to low concentration. In bulk water at rest, 

the rate of diffusion qsd is related by Fick’s law to the gradient of the concentration c: 

qsd = −Ds θ( )dc / dz  (2.56) 

in which Ds is the diffusion coefficient in the soil and dc/dz is the concentration gradient. 
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Equation (2.56) can only describe steady-state diffusion processes. For transient-state processes, 

we must invoke the mass conservation law, as formulated in the continuity equation. Let us 

assume that there are no sources or sinks for the diffusing solute in the soil and consider a 

rectangular volume element of soil which contains a liquid phase and which is bounded by two 

parallel square planes, of area A, separated by a distance ∆z. The amount of solute diffusing 

through one of these planes into the volume element per unit time is Aqsd, and the amount 

diffusing out the volume element through the second plane is A[qsd +(∂qsd/∂z)∆z]. The rate of 

accumulation of the solute in the volume elements is – A(∂c/∂t)∆z, where ∂c/∂t is the time rate of 

change of concentration. Thus, 

sdsdsd Aqzz
qqAzt

cA −



 ∆


+=∆




∂
∂

∂
∂  (2.57) 

Combining this equation with eq. (2.56), we obtain a second-order equation as follows: 

∂ c
∂ t

= ∂ Ds
∂ c

∂ z
 
   

  / ∂ z  (2.58) 

The motion of any inhomogeneous solution in a porous body brings another process which differs 

from diffusion in its mechanism but which tends to produce an analogous or synergetic effect, 

which is to mix and eventually even out the concentration or composition difference between 

different portions of the flowing solution. This process is called hydrodynamic dispersion. It 

results from the microscopic nonuniformity of flow velocity in the soil’s conducting pores. 

Mathematically, hydrodynamic dispersion is formulated in a manner analogous to the formulation 

of diffusion as give by eq. (2.56) and (2.58), except that, instead of a diffusion coefficient a 

dispersion coefficient is introduced. This coefficient, which we will designate Dh, has been found 

to depend more or less linearly on the average velocity: 

Dh = a v  (2.59) 

with a an empirical parameter. 

Because of the similarity in effect (though not in mechanism) between diffusion and dispersion, it 

is tempting to assume the two effects to be additive. Accordingly, the diffusion and dispersion 

coefficients are often combined into a single term, namely the diffusion-dispersion coefficient 

Dsh, which is a function of both the fractional water content and the average velocity: 

Dsh(θ,v ) = Ds (θ ) + Dh(v )  (2.60) 
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To take into account the three mechanisms of solute movement, we can combine these equations 

to obtain: 

]/)(/)(  = q ss dzdcDdzdc[Dθ c v h θθ +−  (2.61) 

Since in practice the diffusion and dispersion phenomena can not be separated, the foregoing 

equation is usually written in the form: 

 )( dc/dzDc v =  q shs θθ −  (2.62) 

Here qs is the total mass of a solute transport across a unit cross-sectional area for soil per unit 

time. 

For transient-state processes, we once again invoke the continuity condition, which for combined 

convective-diffusive-dispersive transport can be written: 

zqt s ∂−∂=∂∂ / )/ (cθ  (2.63) 

For the rate of change of the solute mass present in a volume element of soil equal to the differ-

ence between the incoming and outgoing fluxes of the solute for that volume element. 

Combining eq. (2.61) and (2.62), one obtains: 

( )( ) zdzdcDzvt = sh ∂∂+∂∂−∂∂ //)/ c  ()/ (c θθθ  (2.64) 

or 

( ) ( )( ) zdzdcDzqct s ∂∂+∂−∂=∂∂ ///)/ (c θθθ  (2.65) 

where q is the flux of water and Ds(θ) is the diffusion-dispersion coefficient of solute in the soil. 

2.6.2 Initial and boundary conditions 

The initial solute concentration in the profile is specified in an input file, in units of kg/l. There 

are two other concentrations required: the solute concentration in the rain (and flood) water, and 

in the groundwater. When there is leakage from the soil column, the concentration of solute at the 

bottom node is used to calculate the amount of solute leached, and if there is uptake from the 

groundwater, then the solute concentration in the groundwater is used to calculate the amount of 

solute accumulated. 
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Assumptions in solute transport 

• The solute is conservative, i.e. the solute is non-volatile, does not adsorb to, or desorb 

from, the soil matrix, and that solute concentration does not affect soil hydraulic proper-

ties. 

• The soil water solution is perfectly mixed, is completely mobile, and is at concentrations 

that do not cause a precipitate. 

• The solute is not taken up by root water extraction, or lost by soil evaporation. 

2.7 Carbon allocation and plant growth 

2.7.1 Integrated rate methodology 

Plant growth is a complex process and dependent on a number of factors such as light, water, and 

nutrients. Attempts have been made to develop models that incorporate detailed biochemical and 

biophysical processes (Farquhar et al., 1980, Collatz et al., 1991). An important aspect of such 

models is their value in helping to improve our process understanding, but they have limited 

application in practice because of the model complexity and data requirements. On the other 

hand, purely empirical plant growth models have been developed by statistical means (Hunt, 

1982) and they contain few physically based functions to relate input to output. Within the range 

of data analysed, such a model may be highly successful. However, these models can not be used 

to make any predictions beyond the range of actual experience. 

In WAVES, an intermediate position between the above two approaches was taken. The method 

defines a potential growth rate and modifies it by the availability of resources using an integrated 

rate methodology (IRM). The assimilation rate Ai is expressed as: 

ii rAA max=  (2.66) 

where Amax is the maximum carbon assimilation rate (see Table 2.1) and ri is the relative carbon 

assimilation rate given by Wu et al. 1994 as: 
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++=  (2.67) 

where wW is the weighting of water relative to light, wN is the weighting of nutrients relative to 

light, χH, χN, and χL are the relative resource availabilities for water, nutrient, and light respec-

tively, and Tη  is the modifier of light availability due to temperature. The availability of light is 
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determined from intercepted radiation and air temperature, the availability of nutrients is an 

explicit constant for a growing season. The availability of water is a depth-weighted integral of 

the soil matric and osmotic potentials in the root zone. This value is made relative by dividing by 

the maximum soil water potential at which the plants can extract water, and subtracting from 1. 

A normalised index of light availability (χL) is calculated as the ratio of the average PAR per unit 

leaf area to the light saturation value of a unit leaf: 

χ L =
RP

Rmax
 (2.68) 

where Rp is the average PAR per unit leaf area of the canopy calculated from available energy, 

Rmax is the light availability at which maximum growth is obtained. The temperature modifier 

( Tη ) is set to 1 at the optimum growth rate temperature (Topt) and 0.5 at the half optimum tem-

perature (Th): 
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where Ta is the average daily temperature. The availability of soil water for transpiration is esti-

mated from the total soil water potential, i.e. the sum of the matric (ψ) and osmotic (π) potential 

of the soil water. The matric potential is calculated directly from the moisture characteristic 

function, whilst the osmotic potential is estimated from the sodium chloride concentration of the 

soil water. This assumes that the soil water is chloride dominated. The total soil water potential 

of each soil layer is normalised using the lowest soil water matric potential (ψwilt) against which 

the plant can transpire. A weighting factor adjusts for different effects of osmotic and matric 

potential on water availability. For the i-th soil layer: 

χwi = 1−
ψ i + wosmπ i

ψ wilt

 (2.70) 

where wosm is an osmotic potential weighting factor representing the ratio of the lowest matric 

potential to the lowest osmotic potential against which transpiration can occur. The osmotic 

potential of the soil water is calculated by 

πi = −2CNaClRT  (2.71) 
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where CNaCl is the molarity of sodium chloride in the soil water, R is the universal gas constant, T 

is temperature. The index of water availability to the plant is estimated as the water uptake 

weighted average soil water availability: 

χw =
Wri χwi

i =1

n

∑
Wri

i= 1

n

∑
 (2.72) 

where Wri is a layer weighting factor and assumed to be related to the relative amount of root 

carbon in each soil layer, n is the number of soil layers in the potentially active root zone. The 

relative availability of nutrients (χN) is an input parameter (0–1). 

The zero to one scalar r multiplied by the vegetation’s maximum carbon assimilation rate gives 

the daily gross assimilation. After meeting growth respiration, any remaining carbon is dynami-

cally allocated between leaf, stem and root carbon pools. If the plant has a net deficit during a 

day, the carbon is removed from these pools. Because WAVES concentrates only on the hydro-

logical aspects of plants growth, e.g., leaf area index, the model does not fill grain or otherwise 

account for reproductive material of crops, grass, or trees. 

The IRM framework provides an explicit means of integrating the net effect of multiple limiting 

factors. It also provides a means of taking into account not only the relative availability of re-

sources, but also other possible factors such as salinity. IRM retains a mechanistic representation 

of relative plant growth response to resources availability in the form of its enzyme kinetics 

origins. A fully detailed description of the plant growth model in WAVES, and how to calculate 

the weighting factors for (2.67), can be found in Hatton et al. (1992) and Wu et al. (1994). 

2.7.2 Carbon allocation and plant growth 

The simulated carbon is partitioned to leaves, stems, and roots on a daily basis. The partitioning 

coefficients depend on both genotype and environment. The amount of leaf, stem, and root car-

bon allocated is reduced by growth and maintenance respiration and mortality rates. The daily 

carbon increment is given by: 

∆CL = nLYL(Ai − CLRL ) − CLML  (2.73) 

∆CS, R = nS,RYS, R{(Ai − CLRL ) − CS,LRS,R }− CS, RMS, R (2.74) 

where subscripts L, S, and R refer to leaves, stems, and roots respectively, C is the carbon content 

of the biomass, nL is the proportion of net canopy assimilation allocated to the leaves, nS, and nR 
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are the proportions allocated to stem and root growth of the remaining carbon assimilation, Y are 

respiration coefficients which account for conversion of assimilated carbon to biomass, R are 

maintenance respiration coefficients and M are mortality coefficients. Note that leaf maintenance 

respiration is subtracted before carbon is allocated to stems or the roots and maintenance respira-

tion is deducted before assimilation is used for growth. 

Carbon allocated to leaves is assumed to increase leaf area by an amount determined by the 

specific leaf area and the carbon allocated to roots is distributed amongst soil layers using the 

same weight function used for the soil water availability (2.72). 

2.7.3 Canopy resistance 

The canopy resistance of vegetation plays a major role in partitioning the available energy into 

evapotranspiration. It is governed by stomatal function and is primarily dependent on the photo-

synthetic rate and environmental factors, such as light interception, temperature, and vapour 

pressure deficit. For vegetation transpiration, the canopy resistance for the overstorey and the 

understorey is calculated using the empirical model of Ball et al. (1987) as modified by Leuning 

(1995): 

rsi = (gsi )−1 = {g0 + g1Ai /[(csi − Γ )(1 + Dci / Dco) ] }−1  (2.75) 

where the subscript i equals to 1 for the overstorey and 2 for the understorey, gsi is the leaf 

stomatal conductance, g0 is a residual stomatal conductance, g1 is an empirical coefficient, Csi is 

CO2 mole fraction of the air at the canopy surface, Γ is the CO2 compensation point, Dci is the 

vapor pressure deficit at the canopy surface, Dco is an empirical coefficient. The values of these 

coefficients are given in Table 2.1.  

The leaf stomatal conductance model (2.75) can be integrated to yield canopy conductance model 

(Sellers et al., 1992a): 

rci = (gci)
−1 = {g0 LAI + g1Ai /[(csi − Γ )(1 + Dci / Dco ) ]Π }−1  (2.76) 

with  

Π = (1 − exp(−kLAI)) / k  (2.77) 

The canopy resistance for water vapour can be estimated from (2.76) by considering the gaseous 

pathway and adjusting for the diffusivity of CO2 and water vapor: 

rwi = rci /[1.6(1+ χw / wχ LχT )]  (2.78) 
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Assumptions in carbon balance and plant growth 

• It is assumed that plants are greedy, constantly germinate, and attempt to fully stock  

an area if possible, i.e., when conditions are good, the vegetation attempts to close the 

canopy and develop a maximum leaf area. 

• Carbon assimilation rate is controlled mainly by the availability of light, water, and  

nutrients. 

• It is assumed that temperature and CO2 concentration are invariant with depth in the  

canopy. 

2.8 Parameter Estimation 

As a physically based model, WAVES involves a number of parameters to describe processes 

occurring in the soil–vegetation–atmosphere system. Generally, two types of model parameters 

can be identified: physical parameters and process parameters. Physical parameters are well-

defined and physically measurable properties such as albedo, saturation water content, hydraulic 

conductivity, saturation light intensity, etc. Process parameters are used to represent processes 

that are not well-defined; these parameters are not directly measurable properties such as capil-

lary length, root mortality coefficient, relaxation coefficient, etc. A necessary step in applying the 

model is to determine the values of these model parameters or constants for the site under consid-

eration. Parameter estimation may have at least as great an effect on the accuracy of the model 

results as the intrinsic accuracy of the model itself, e.g. even a model that perfectly describes a 

system will produce the wrong answers if the parameters are wrong. Three techniques are em-

ployed for estimating parameter values: direct estimation, knowledge-based estimation, and 

model calibration. Direct estimation or measurement of parameter values from field observation 

is logically the best approach, but it requires well-defined parameters which have a physical 

meaning and relate to the biophysical processes. Parameter values can also be estimated on the 

basis of published data, knowledge of likely values, and previous experience. The third technique 

is to calibrate the model against experimental data, or to fit model parameters. This is usually 

necessary in the use of any model, but must be treated with caution and the number of fitted 

parameters should be kept to a minimum. Calibrated parameters are often affected by deficiencies 

in the model structure and conceptualisation, as well as by measurement errors. In what follows, a 

detailed description of parameter estimation for WAVES is given. 

The input variables and principal parameters used in WAVES are summarised in Table 2.1. 

WAVES requires three types of data: a) meteorological data; b) soil parameters; and c) vegeta-

tion parameters. 
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2.8.1 Meteorological variables 

The meteorological data provide the atmospheric boundary conditions necessary to drive 

WAVES. They include maximum and minimum daily air temperature, daily average vapour 

pressure deficit, rainfall, rainfall duration, daily solar radiation, and wind speed. Some or all of 

these data are available from weather stations, and with only the temperatures and rainfall, realis-

tic estimates of the other data can be made. 

2.8.2 Soil parameters 

The soil data required is knowledge of the soil layering, and the parameters that describe the 

relationships between ψ (soil water potential), θ (volumetric water content), and K (hydraulic 

conductivity). Before WAVES can be used, users need to estimate the parameter values of the 

soil water retention and hydraulic conductivity functions. In idea cases, these parameter values 

can be obtained by fitting experimental data to specified functions (e.g. Cresswell and Paydar, 

1996). When no such data are available, the parameter values can be estimated based on particle 

size distribution and textural description Salama et al., 1999). In some cases, inverse modelling 

techniques can also be used (Ross, 1993, Hume et al., 1996). WAVES reads soil hydraulic prop-

erties from a table generated by an external program and thus allows the users to choose which 

soil water retention and hydraulic conductivity functions they want to use. 

2.8.3 Vegetation parameters 

WAVES requires 22 vegetation parameters to describe canopy energy and carbon balance, and 

interactions between soil and vegetation. Most of these parameters can be measured directly or 

taken from plant physiological literature, with only a few remaining for fitting, or adaptating to 

local conditions. Canopy albedo (αv) is considered as a constant for a given vegetation and can be 

obtained from literature (Monteith and Unsworth, 1990). Roughness length (zov) affects the 

turbulence transport of water between canopy and the atmosphere. It is generally estimated from 

the height of vegetation canopy (Brutsaert, 1982). Light extinction coefficient (K) depends on the 

geometry of radiation with respect to the architecture of canopy. In practice, values of light 

extinction coefficient can be determined by measuring the attenuation of radiation in a plant 

canopy or taken from literature (Monteith and Unsworth, 1990). Rainfall interception coefficient 

(Kr) defines the maximum rainfall interception for a given vegetation canopy. Dunin et al.( 1988) 

and Leuning et al. (1994) reported values for Eucalyptus and wheat crops. Specific leaf area 

(SLA) is used to convert leaf carbon to leaf area and its value can be found in Charles-Edwards 

(1982) for crop species and Raison et al. (1992) and Read and Busby (1990) for forests. Maxi-

mum assimilation rate of carbon (Amax) is a species dependent parameter and Collatz et al. (1991) 
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and (1992) reported values for C3 and C4 plants. It should be mentioned that the unit for Amax has 

changed from µmol m–2 s–1 to kg C m–2 d–1. The availability of water for plant transpiration de-

creases as the matric potential of the soil water decreases. The maximum plant available water 

potential (LWPmax) is 100–150 m for most plants (Hillel, 1971, Marshall et al., 1996). Drought-

tolerant plants can use soil water at a lower matric potential over long periods. Saturation light 

intensity (Lmax) defines the irradiance beyond which photosynthesis is not limited by light and its 

value varies between 1000 to 2000 µmol m–2 d–1(Monteith, 1979, Wu et al., 1994). Maximum 

rooting depth (RDmax) depends on plant species and soil properties. It can be measured directly in 

the field (Incerti and O’Leary, 1990) or obtained from literature (Canadell et al., 1996, Jackson et 

al., 1996). Temperatures when growth is optimum and half-optimum were estimated for a range 

of plant species by Slavich et al (1998) based on Verteeg and Keulen (1986) and Larcher (1980). 

Respiration coefficients for crops vary from 0.0036 to 0.0095 kg C kg–1 C d–1 and are approxi-

mately 0.00084 kg C kg–1 C d–1 for evergreen trees (Larcher, 1980). Most of the parameters listed 

in Table 2.1 may be considered constants and set at representative values. When specific infor-

mation is available, these parameters can be adjusted, and this is part of model calibration exer-

cise. It should be emphasised that most of the parameters used in WAVES are well defined and 

can be measured directly. However, others are less well defined and have to be determined or 

inferred indirectly from field measurements or other source of information. 
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Table 2.1. List of input meteorological variables and principal model parameters of 

WAVES 

Definition Symbol Unit Parameter estimation 

a. Meteorological inputs    
Total solar radiation  Rs kJ m2 day–1 field measurements 

Maximum daily temperature Tmax °C field measurements 

Minimum daily temperature Tmin °C field measurements 

Mean daily vapour pressure deficit Da hPa field measurements 

Total daily precipitation P mm field measurements 

b. Soil parameters    

Soil albedo αs   Brutsaert (1982) 

Soil roughness length z0s m Brutsaert (1982) 

Saturated hydraulic conductivity Ks m day–1 Clapp and Hornberger (1978) 

Volumetric water content at saturation θs cm3 cm–3 Clapp and Hornberger (1978) 

Air-dry soil moisture content θd cm3 cm–3 Clapp and Hornberger (1978) 

Capillary length scale λc m Estimated based on soil texture 

Shape parameter C  Estimated based on soil texture 

c. Vegetation parameters    

Canopy albedo αv  Brutsaert (1982) 

Rainfall interception coefficient Kr m day–1 LAI–1 Vertessy et al. (1996) 

Light extinction coefficient K  Monteith and Unsworth (1990) 

Specific leaf area SLA  Measured 

Maximum assimilation rate of carbon Amax µmol m–2 s–1 Collatz et al. (1992) 

Maximum plant available water potential LWPmax m Hillel (1971) 

Saturation light intensity Lmax µmol m–2 day–1 Wu et al (1994) 

Maximum rooting depth RDmax m Measured (soil depth limited) 

Canopy roughness length zov m Brutsaert (1982) 

Residual stomatal conductance g0 mol m–2 s–1 Leuning (1995) 

Slope parameter of the conductance model a1  Leuning (1995) 

CO2 mole fraction of the air Cs µmol mol–1 Measured 

CO2 compensation point Γ µPa Pa–1 Leuning (1995) 

Temperature when growth is optimum Topt °C  

Temperature when growth is half optimum Th °C  

Leaf maintenance respiration coefficient Rl kg C kg–1 C d–1 Running and Coughlan (1988) 

Stem maintenance respiration coefficient Rs kg C kg–1 C d–1  

Root maintenance respiration coefficient Rr kg C kg–1 C d–1  

Leaf Mortality coefficient Ml kg C kg–1 C d–1  

Stem Mortality coefficient Ms kg C kg–1 C d–1  

Root Mortality coefficient Mr kg C kg–1 C d–1  

Vapour pressure coefficient Dco hPa Leuning (1995) 



 

 

38 

 

CHAPTER 3. PROGRAM STRUCTURE AND NUMERICAL 

SOLUTIONS 

W. R. Dawes 

 

 

 

3.1 Introduction 

This section details the logical flow, and numerical solution methods for the four balances solved 

in WAVES: water, energy, carbon, and solute. All models that perform balances of quantities 

follow the same pattern: the amount present at the end of a time-step is equal to the amount 

present at the beginning of the time-step, plus the amount added, minus the amount removed; 

WAVES is no different in this regard. The water, carbon, and solute balances use the method 

mentioned, while the energy balance only partitions the amount of energy received, and we 

assume there is no carry-over from one day to the next. The amount at the start and end of the 

time-step is effectively zero. 

3.2 Energy Balance 

The energy balance equations and theory are discussed in Chapter 2, but the important steps, 

theories, and assumptions are repeated here for completeness with the three other balance de-

scriptions. 

3.2.1 Radiation 

The energy balance of any point can be described by: 

Rn = Ps + λE + H + Ah + G+ S  (3.1) 

where Rn is net radiation, Ps is energy absorbed for photosynthesis, λE is energy used for 

evapotranspiration, H is sensible heat, Ah is advected energy from or to the surroundings, G is 

energy that heats the soil, and S is energy that is stored. All these terms are in units of W m–2. The 

variable Rn can also be expressed as: 
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Rn = Rsd − Rsu + Rld − Rlu  (3.2) 

where Rsd is the downward shortwave radiation, Rsu is the upward shortwave radiation, Rld is the 

downward longwave radiation, and Rlu is the upward longwave radiation. All these terms are in 

units of W m-2. 

The energy balance assumptions in WAVES are that: 

• the temperature of the soil, canopy, and air is the same, and equal to the average of the maxi-

mum and minimum daily temperature, 

• differences in upward longwave radiation from the different surfaces is a function of emissiv-

ity alone, 

• on the daily time-step, all storage and heating terms are negligible, 

• in a one-dimensional model, lateral energy transfers cannot be estimated or used, 

• leaf angles are randomly distributed and do not reflect energy within the canopy, so that the 

canopy may be treated as translucent absorbing layer (the so-called ‘big leaf model’). 

Applying the appropriate assumptions to (3.1) leaves us with: 

Rn = λE + H  (3.3) 

Such an equation looks relatively easy to work with. However, in general the two largest terms 

are Rn and λE (Monteith and Unsworth 1990), so H can be estimated by difference. In practice 

within WAVES, H has no significance to the water, carbon, or solute balance, so only Rn and λE 

are modelled explicitly. 

WAVES expects as input daily downward shortwave radiation, which is easy to measure or 

estimate. To complete the terms in Equation (3.2) we need estimates of longwave radiation. 

Following Brutsaert (1982), we have: 

Rld = εaσ Ta
4
 (3.4) 

Rlu = εsσ Ta
4  (3.5) 

1/7
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where εa is the atmospheric emissivity, εs is the surface emissivity (this ranges from 0.95 to 0.99 

for surfaces like snow, open water, soil, and plant canopies, so in WAVES it is a constant set at 
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0.97), σ is the Stefan–Boltzman constant (5.67x10–8 W m–2 K–4), Ta is the average of daily maxi-

mum and minimum air temperature (Kelvin), and ea is vapour pressure (millibars) based on Ta. 

Net longwave radiation, that is Rld – Rlu, is in general a negative quantity. In the cascading energy 

balance WAVES performs, i.e. one layer at a time, longwave losses must be subtracted from each 

layer, not as a bulk cost to the total available energy. For a vegetation layer, the energy balance 

components are: 

Rsin = Rsd (1− exp(k LAI))  (3.7) 

Rsnet = Rsin (1− α )  (3.8) 

Rlnet = (Rld − Rlu )
Rsin

Rsd
 (3.9) 

Rnet = Rsnet + Rlnet  (3.10) 

where Rsd is the downward shortwave radiation that reaches the soil or canopy surface (for the 

first canopy it is incoming solar radiation, for the next canopy it is the shortwave radiation that 

passes through the first canopy, etc), k is the light extinction coefficient of the canopy, LAI is the 

leaf area index of the vegetation canopy (m2 leaf m–2 ground), α is surface albedo, Rsin is the 

shortwave radiation that is potentially available to the canopy, Rsnet is the net shortwave radiation 

after reflection from the canopy, Rlnet is the net longwave radiation of the canopy (these wave-

lengths are not affected by albedo), and Rnet is the net available total radiation to the canopy. 

These equations can be cascaded through a series of canopies, by repeating the calculations with 

that radiation passing through the canopy as Rsd for the next lower canopy. At the soil surface 

there is no canopy to filter and absorb radiation, so in (3.7) Rsin = Rsd . Other than that, these 

equations hold for the soil energy balance also. 

3.2.2 Vapour Pressure Deficit 

Just as the amount of radiation cascades down through a series of canopies, so the vapour pres-

sure deficit under a canopy is, in general, less than above the canopy. Jarvis and McNaughton 

(1986) proposed a method of estimating how to quantify this decrease, through use of a coeffi-

cient describing how well coupled the atmosphere is to the air within and below the canopy. The 

method for the omega coefficient is as follows: 
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aceqci D)(1DD ΩΩ −+=  (3.11) 

where Di is the within and below canopy vapour pressure deficit (millibars), Da is the above 

canopy vapour pressure deficit (millibars), Deq is the equilibrium vapour pressure deficit (milli-

bars), and Ωc is the atmospheric coupling coefficient, defined by: 

Deq =
γεRnvrc

cp (ε + 1)
 (3.12) 

Ω c =
ε + 1

ε + 1 + rc/ra  (3.13) 

where ε = ∆/γ, ∆ is the slope of the saturated vapour pressure v. temperature curve (millibar K–1), 

γ is the psychrometric constant, rc is bulk canopy resistance (s m–1), cp is the specific heat of air at 

constant pressure (W kg–1 K–1 s), and ra is bulk aerodynamic resistance (s m–1). 

Just as radiation cascades downward, using the amount of radiation passing through the next 

highest canopy as the starting energy, the vapour pressure deficit is progressively reduced moving 

down toward the ground. The vapour pressure deficit in the climate file will affect the upper 

canopy, the lower canopy will use a reduced vapour pressure deficit, and the soil below will use 

yet another vapour pressure deficit. 

3.2.3 Aerodynamic and Canopy Resistance 

The Soil Surface 

For the soil, aerodynamic and canopy (read as surface) resistance for evaporation are extremely 

simplified. The aerodynamic resistance (ra) is set to a constant of 100 s m–1. The values of rough-

ness length for soil reported in Brutsaert (1982) are from 0.001 to 0.01 m, and assuming a con-

stant wind speed of 2 m s–1 at 2 m this translates to a resistance of 85 to 172 s m–1. 

The surface resistance is a function of four possible variables; (1) the wetness of the surface soil, 

(2) the depth of any drying front, (3) the amount of litter, and (4) whether the site is flooded. 

When the soil is not air-dry at the surface, rs is set to zero. When the soil is air-dry at the surface, 

then the depth of drying front is calculated from the soil water potentials solved by the water-

balance module (see section 3.3). The surface resistance is then set according to Choudhury and 

Monteith (1988): 

v
s D

r
ρ
τ l

=  (3.14) 
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where τ is the tortuosity factor (constant set to 2), l is tortuous path-length equal to the depth of 

drying front (m), ρ is soil porosity, and Dm is the molecular diffusion coefficient for water vapour 

in air (constant set to 2.5 x 10–5 m2 s–1). If there is plant litter on the soil surface, then the path-

length l is increased by: 

  
l = l +

Clit

20
 (3.15) 

where Clit is the weight of litter (kg m–2). 

If the soil is flooded, i.e. has standing water with a positive soil water potential at the surface 

node, rs = 0 and ra = 80 s m–1. 

The Plant Canopy 

The aerodynamic resistance of each plant canopy in WAVES is treated as a constant. This is for 

several reasons related to the exposition in section 2 from (2.36) to (2.42). The first is that we do 

not always have windspeed available as input data. Second, and more importantly, we do not 

know the roughness length of the vegetation, or how that varies in time. For example, it may be 

adequate to express the height of a grass or crop as a fraction of the leaf area index, but this 

would clearly not work for trees. In that case, a relationship based on accumulated stem mass 

might be good, but only up to certain ages. In any event, these data and relationships are so rarely 

available, that a constant value for ra is the only practical alternative. For very rough canopies, 

such as closed canopy forests, the surface is very rough and a small constant resistance is a good 

approximation, ra = 10 s m–1 (Monteith 1981). For smoother surfaces, such as grass and crops, a 

higher resistance is required, but the value is likely to be less constant over the whole growing 

season, ra = 30 s m–1. 

Canopy or surface resistance is the mechanism for coupling environmental stresses back to tran-

spiration. In Ball et al. (1987) type conductance models, canopy conductance (the reciprocal of 

canopy resistance) is a function of the assimilation of carbon. In section 3.5 there is a detailed 

description of how daily assimilation is calculated, and so here we will assume this value is 

available, and proceed with the estimation of canopy conductance. First the conductance to CO2 

is calculated by: 

)./D(DL]CO[.
Ag

kLAI.g
a

c 53190
00050

2

1

+
+=  (3.16) 
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where gc is the conductance to CO2 (m s–1), g1 is the slope of the assimilation versus conductance 

line, A is the actual assimilation (kg C m–2), [CO2] is the atmospheric CO2 concentration (constant 

set to 1.8324 x 10–4 kg C m–3), and DL is the day length (in seconds). Next, the conductance to 

water vapour is estimated by: 

gw = gc(1 +
χ w

smc χlχt
)1.6  (3.17) 

where gw is the conductance to water vapour (m s–1), χw is the relative availability of water, χl is 

the relative availability of light, χt is the relative favourability of temperature, smc is the ratio of 

stomatal to mesophyll conductance (constant equal to 0.2 for C3 vegetation and 0.8 for C4 vegeta-

tion), and 1.6 is the ratio of the diffusion rates of CO2 and H2O vapour. 

The result from (3.17) is limited to the maximum value obtained when A is at the maximum 

assimilation rate, and the three availability scalars χw, χl, and χt are equal to 1.0. Canopy resis-

tance for estimating transpiration is the reciprocal of conductance from (3.17). 

3.2.4 Transpiration and Evaporation 

With all the necessary quantities defined and calculated, we can estimate the daily transpiration 

and evaporation rates. WAVES uses the Penman–Monteith combination equation: 

)r/r(
r/cR

E
ac

aapn

++
+

=
1γ∆

∆ρ∆
λ  (3.18) 

where E could be for any vegetation layer or the soil surface (m d–1), using the appropriate value 

for Rn, Da, rc, and ra. The constant cp is set to 1010, and constants are applied to (3.18) give the 

estimated rate in m d–1. The following empirical functions are used to determine the parameters 

for equations (3.1) to (3.18). Saturation vapour pressure ea, psychrometric constant γ, slope of 

saturation vapour pressure curve ∆, density of air ρ, and latent heat of vapourisation λ, are calcu-

lated by: 


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
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a
a .

.
 (3.19) 

aT0.00060.646 +=γ  (3.20) 

∆ = ea (Ta + 0.5) − ea (Ta − 0.5) (3.21) 
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aT0.004281.292 −=ρ  (3.22) 

aT24002501000 −=λ  (3.23) 

where Ta is the average of daily maximum and minimum air temperature in degrees Celsius, and 

in (3.21) a value of saturation vapour pressure at more than, and less than, daily air temperature 

by one-half of a degree is determined from (3.19). 

The transpiration from (3.18) is then distributed within the root zone according to the following 

function: 

rwi = E
rpi 1 −

Ψ i +ηΠ i

Ψwilt

 

 
  

 

 
  

SRP
 (3.24) 

where rwi is the root-water demand at depth node i (m d–1), rpi is the proportion of total root mass 

at node i, Ψi is the water matric potential (m) at node i, Πi is the osmotic potential (m) due to 

solutes at node i, η is the salt sensitivity factor of the vegetation, Ψwilt is the wilting point of the 

vegetation (m), and SRP is the sum of the numerator over all nodes. The result from (3.24) can be 

further reduced if there is not enough water at any particular node while solving the water move-

ment equations. 

3.2.5 Computational Flow 

The sequence of steps to run a single day time-step is as follows: 

• adjust incoming shortwave direct and diffuse radiation for slope and aspect 

• calculate downward and upward longwave radiation 

• calculate root-water experience by adding matric and osmotic potential at each depth node 

with roots; sum this for whole profile for water availability, and sum this multiplied by 

proportion of roots at each node for distributing transpiration 

• calculate net radiation of each vegetation canopy layer 

• calculate net radiation of soil surface 

• calculate rainfall interception for each canopy layer (see section 3.5) and reduce available 

radiation by the amount of energy required to vapourise that water 

• CALL plant growth routine, which calculates actual assimilation 

• calculate constants required for estimating evapotranspiration, including soil surface resis-

tance and plant canopy conductance 
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• calculate transpiration from each vegetation canopy layer, reducing vapour pressure deficit 

below each one 

• calculate soil surface evaporation 

• distribute transpiration down profile; where roots compete for water at a node with less water 

available than required, reduce demand at that node proportionally. 

3.3 Water Balance 

WAVES does the water balance in a specific order, with relevant assumptions for use of a one-

day time-step, and the rate of change of processes. The different types of fluxes, and order in 

which they are calculated in, are shown in Fig. 3.1. 

The solution for soil water movement, water sources, and sinks, is all handled within the solution 

of Richards’ equation (Richards 1931). The soil-water gradients provide the internal driving 

forces, while ponded and free infiltration, evaporation, plant transpiration, lateral fluxes, drain-

age, and groundwater exchange are all simple sources and sinks within the soil profile. Some of 

these are coupled into the iterative solution, such as the depth of a watertable, and some rates are 

constant, such as plant extraction rates over the day. 

Fig. 3.1: WAVES Water Balance Flux Components. Constant Fluxes are calculated once at 

the beginning of the time-step and do not change during solution. Variable Fluxes are up-

dated each iteration of the water movement solution until they are consistent with the 

calculated water contents. 
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3.3.1 Theory 

The assumptions used in WAVES for water-balance modelling are that: 

• the soil is rigid, i.e. it does not shrink or swell 

• the soil is isothermal, i.e. the air temperature is the same as the soil temperature and this has 

no feedback onto the soil properties 

• the soil is non-hysteretic, i.e. single-valued functions describe the relationships between 

water content and potential, and water content and hydraulic conductivity 

• all soil-water flow is through the matrix, i.e. macropores, pipes, preferred pathways, and 

bypass flows are not modelled explicitly 

• soil air flow is ignored 

• solute in the water is conservative, i.e. it is not adsorbed by the matrix, and does not feed 

back onto the soil properties 

• soil properties do not change with time or climate, i.e. the surface does not form a seal (re-

ducing hydraulic conductivity) or compact (reducing hydraulic conductivity and water hold-

ing capacity), or possess other features that change soil properties, e.g. sodicity or acidity 

• rainfall intensity is constant for the duration of the event, and similarly, soil evaporation and 

plant transpiration rates are constant for the non-raining duration of the time-step. 

The last point requires some explanation. WAVES will use a one-day time-step for days when 

there is no rain, or when the rain lasts for the entire day. When only part of the day experiences 

rain, the duration of the rainfall will infer an intensity. Since high rainfall intensity can cause 

surface saturation and runoff, this is an important process to represent. Thus, on a day when rain 

lasts for only part of the day, a time-step is processed for the duration of the rain, then a second 

time-step is processed for the remainder of the day. During any of these time-steps, with rainfall 

or evaporation, the flux crossing the surface soil boundary and the leaf boundary, is assumed to 

be constant for the entire time-step. Diurnal fluctuations in rates are not modelled, only the aver-

age rate for the time-step. This is an appropriate compromise to maintain the largest time-step, 

i.e. a full day, while modelling the most important short-duration processes, i.e. runoff and satura-

tion from high-intensity rainfall. 

To solve a soil water mass balance, we must provide a framework that allows the important 

fluxes and feedbacks to be incorporated directly, and without special conditions. Because 

WAVES is a one-dimensional model concerned with the interactions between water, plant roots, 
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and salt, it is desirable to keep track of the vertical distribution the these quantities within the 

soil. Accordingly, the WAVES water balance is based around solution of Richards’ equation 

(Richards 1931). This starts with a statement of mass balance: 

 
z
q

  = 
t ∂

∂
−

∂
∂θ

 (3.25) 

where θ is water content (L3 L–3), q is water flux (L T–1), t is time (T), and z is depth positive 

downwards (L). Looking at the left-hand side (LHS) of (3.25), we see the change in water content 

with time (water storage at the end of the time-step minus water storage at the start of the time-

step), and the right-hand side (RHS) of (3.25) says the change in flux with depth (water flux out 

of the bottom of the soil column minus water flux into the top of the soil column). The negative 

sign on RHS is because depth is positive downwards, and so the sign of flux matters. This is a 

direct statement of mass balance that matches exactly with the description in the Introduction. 

Richards combined (3.25) with Darcy’s Law for unsaturated conditions: 
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 (3.26) 

where K is hydraulic conductivity (L T–1), and ψ is water potential (L), and derived: 
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  (3.27) 

This is the classical ‘mixed form’ of Richards’ equation. It is called a ‘mixed form’ because the 

dependent variable on the LHS is θ and on the RHS is ψ. Equation (3.26) has three equivalent 

forms that have been used in the RHS of (3.25): 
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 (3.28) 

where D is soil water diffusivity (L2 T–1), and U is the Kirchhoff transform variable (L2 T–1) (see 

for example Gardner 1958) defined by: 

 d D = d K= U
q

0
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∞−

θψ
ψ

 (3.29) 

The LHS of (3.25) has similar equivalent forms to (3.28): 
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∂θ
∂t

 =  C ∂ψ
∂t

 =  
1
D

 ∂U
∂t

  (3.30) 

where C is differential moisture capacity (L–1) defined as ∂θ/∂ψ. 

Richards (1931) stated that the solution of (3.27) was unique while the functions between vari-

ables, i.e. K and ψ as functions of θ, or K and θ as functions of ψ, remained monotonic through-

out the entire range of application, and he placed no restrictions of the variables used in (3.28). 

Using different combinations of (3.28) and (3.30), Richards’ equation can be described in one or 

more dependent variables. While each of the forms in (3.30) is analytically equivalent, when 

described in difference form for numerical solutions, they are not equivalent, and cause mass 

balance errors. Only the θ-based form of the LHS can explicitly conserve mass. Given that our 

primary concern here is to accurately keep track of all water, we must use θ on the LHS. 

Analytic solutions of (3.27) up to the point of saturation and in uniform soils have traditionally 

used the θ-based form, commonly known as the Fokker–Planck equation, with θ in the LHS and 

RHS (e.g. Broadbridge and White 1988). Traditionally the ψ-based form has been used where the 

soil becomes saturated, or layers are required, but this form cannot conserve mass except with 

very small time and space steps. Haverkamp et al. (1977) used the U-based form of (3.27) for 

their numerical experiments, but this form is cumbersome and also cannot conserve mass. 

Brutsaert (1971) used (3.27) for saturated and layered soils, thus proving that the traditional ψ-

based form was not required for these purposes. The major step forward was to not use a Picard-

type solution methods requiring a single dependent variable in the equation, but a Newton–

Raphson solution scheme (see for example Shoop 1979). This allowed the equation to be formu-

lated in any way, as long as a derivative with respect to a single dependent variable existed for 

each independent variable. In the general case of saturated and layered (or gradational) soils, the 

only continuous variable is ψ, and Brutsaert used this as the dependent variable of the solution. 

Redinger et al. (1984) and Ross and Bristow (1990) used U on the RHS to reduce the apparent 

non-linearity of the flux term, while using a Newton–Raphson solution. Ross (1990) compared 

different transforms of ψ on the RHS, and found that a speed difference up to a factor of 200 

could be achieved by using the different forms. Further, he found that different forms yielded 

different accuracy, compared to a detailed solution, for the same spatial discretisation. Given all 

forms of (3.28) are analytically equivalent and do not cause mass balance errors, the results of 

Ross (1990) were a function of the soil hydraulic properties used in the experiment. 
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In WAVES the form of Richards’ equation used is: 
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where S represents all source and sink terms, e.g. root water extraction, and may be a function of 

the water potential at a node, e.g. water potential on a soil boundary specifies the depth of a water 

table that may be a lateral flowing sink term. 

There are several reasons for using (3.31). Firstly, we do not know what soil hydraulic model the 

user will use. Equation (3.31) is the form that Ross (1990) found was fastest to run with a particu-

lar soil model. Since WAVES does not impose any particular soil model on the user, this will be 

the best equation for the soil model used by Ross. Secondly, the Newton–Raphson solution 

scheme requires derivatives of each term with respect to the dependent variable, in this case ψ. 

The derivative of U is K, and therefore we will not need extra information for derivatives of other 

variables. Finally, we want to minimise the number of arithmetic operations involved. With fewer 

variables in the equation we must reduce the absolute number of operations required. 

3.3.2 Numerical Solution 

Differential Equations 

Equation (1) can be represented in finite-difference form at a depth node i, over time-step j to 

j+1, with arbitrary temporal weighting and central spatial weighting as: 

Fi = α (qi +0.5
j +1 − qi− 0.5

j + 1 ) + (1 −α)(qi +0.5
j − qi −0.5

j ) + ei + Si = 0  (3.32) 

where 

qi +0.5
j = Ki+ 0.5

j −
Ui + 1

j − Ui
j

Dz fi
 (3.33) 

Ki +0.5
j = Ki

j Ki+ 1
j  (3.34) 

ei = θ i
j+ 1 − θ i

j( )Dzci

Dt j

 (3.35) 

zc refers to a central difference, zf refers to a forward difference, and Si is any combination or 

source and sink terms that may or may not be functions of soil water potential. Equation (3.34) is 

a geometric mean of the conductivity. In finite-element solution schemes, linear or arithmetic 
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averages are required due to the solution formulation. Using a finite-difference solution, there is 

no restriction on the form of flux, or even how the average is taken or the variables used to de-

scribe it. As long as they are consistent between iterations there is no numerical problems cre-

ated. The geometric mean causes ‘average’ values to be lower, which we think is more physically 

realistic than the arithmetic average, or an upstream or downstream weighting. 

At the top and bottom boundary, the equations are modified because a central difference does not 

exist at these points. At the surface node, nominally node zero, we have: 

F0 = α q0.5
j + 1 − q0

j + 1( )+ (1 −α ) q0.5
j − q0

j( )+ e0 = 0  (3.36) 

e0 = θ0
j + 1 −θ0

j( )∆z f0

2∆t0

 (3.37) 

 

Note that there are no extra source or sink terms at node zero. At the bottom node, nominally 

node n, we have 

F0 = α qn
j + 1 − q n− 0.5

j + 1( )+ (1− α ) qn
j − qn− 0.5

j( )+ en + Sn = 0  (3.38) 

e0 = θn
j + 1 −θn

j( )∆z fn− 1

2∆tj

 (3.39) 

Let us consider the value of α, which sets the temporal weighting of the solution. When α = 1 it 

is a fully implicit equation that requires an iterative solution, does not use information from the 

previous time-step to get solution fluxes, and has few restrictions on time and space step size. 

When α = 0.5 it is a Crank–Nicolson type, or central weighted, equation that requires an iterative 

solution, uses the last time-steps results as well as current estimates of the solution to proceed to 

an answer, and has some restrictions on time and space step size. When α = 0 it is a fully explicit 

equation that does not require iteration, uses only the result from the current time-step to get a 

solution, makes guesses at the fluxes and boundary conditions (since you can’t go back!), but has 

great restrictions on the allowable size of space and time-steps. 

WAVES is designed to be a daily time-step hydrologic model, running with arbitrary soil types 

and climate, and practical to run on a PC, so we therefore cannot be restricted by using α = 0. 

Using α = 0.5 presents some conceptual problems, especially with boundary fluxes. The flux 

passing the surface node from time j to j+1 is, from (3.36): 
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qs = αq j +1 + (1 −α )q j  (3.40) 

so with α = 0.5 we have the flux at the end of the last time-step contributing to flux for this time-

step. Consider a daily evaporation flux of 10 mm day–1, dropping at a rate of 1 mm day–1 until it 

reaches 1 mm day–1. The actual flux, qs, passing the surface is 10, 9, 8, 7, 6, 5, 4, 3, 2, 1, 1, 1 mm 

day–1, etc. The qj on the other hand would be 10, 10, 8, 8, 6, 6, 4, 4, 2, 2, 0, 2, 0 mm day–1, etc. 

With a less smooth drop off, such as the qs halving each day, e.g. 16, 8, 4, 2, 1, 1, 1 mm day–1, 

you can generate absurd values of qj such as 16, 16, 0, 8, –4, 6, –4 mm day–1, etc. The values of qj 

generated for alternating days of rain and evaporation are similarly absurd. This leaves α = 1 as 

the most useful compromise. From (3.40) we have the daily surface flux as a constant for the 

whole time-step, and perfectly defined. The number of terms, and therefore the number of opera-

tions, amount of storage, and derivatives required, in (3.36) and (3.38), will be minimised. 

There are similar conceptual concerns with inferring the flux across a boundary with a constant 

potential. When there is a constant potential at the surface node, there is no change in water 

content at that node. From (3.38), with S0 = e0 = 0, we have: 
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If α = 1, then the solution to (3.41) is that q0 = q0.5, with α = 0 we have a guessed solution based 

on last time-steps conditions, and with any other weighting we have a mixture of terms that will 

contain the surface fluxes described with flux boundary conditions. These arguments clearly 

point out that α = 1 is the only practical temporal weighting. The other benefits in terms of 

maximising the solution convergence space, minimising the amount of storage and operations 

required, and reducing code size and scope for coding errors, are bonuses on this pragmatic 

decision. 

The spatial weighting is much less important than the temporal weighting, since we must retain 

all the detail in the vertical regardless of the solution. Ross (1990) and Ross and Bristow (1990) 

did make some comments on the use of upstream weighting, but this may have had more to do 

with the soil hydraulic functions than the actual solution technique. In any event, WAVES uses a 

central spatial weighting in solution of (3.31). 

Matrix Solution 

The Newton–Raphson solution solves a matrix of the form: 



 

 

52 

 

[ ] [ ]ψ∆
∂ψ
∂








=−
FF  (3.42) 

where [F] is a 1 × N matrix describing how well mass is balanced at each depth node based on 

current estimates of [ψ] (see Equations (3.32) – (3.39)), [∂F/∂ψ] is a tridiagonal N × N matrix of 

the derivatives of Equations (3.32), (3.36), and (3.38), and [∆ψ] is a 1 × N matrix to be solved for 

that are the corrections to [ψ] to make all [F] approach zero. Estimates of [ψ] are updated by: 

ψ new[ ]= ψold[ ]− ∆ψ[ ] (3.43) 

This procedure allows re-calculation of [F] with [ψnew] and iteration until the solution converges. 

This criterion for convergence can be done on the basis of either mass balance (the [F] matrix), or 

required changes to the dependent variable (the [ψ] matrix). Given that we may have a range in ψ 

from millimetres to hundreds of metres and both positive and negative values, a consistent cri-

terion for a change in ψ is difficult. However, being primarily concerned with mass balance, [F] 

gives a direct estimate of how well balance is achieved at each node, and provides a very conven-

ient convergence criterion. In WAVES, the solution is deemed to have converged when: 

Fi ≤ 10-10  (3.44) 

Theoretically, and in practice, this allows mass to be balanced to within 10–10 of the largest water 

balance component, usually rainfall or evaporation. Other important considerations are the size of 

changes to [ψ], and an oscillating solution. Using a tangent method, such as Newton–Raphson, 

where very small gradients exist, a very large change in the value of ψ at a node can result. To 

prevent this from causing further problems, a bi-directional limit is set: 

0 <  all for k, + || 0.8< iii ψψψ∆  (3.45) 

where k is a suitable finite number, set to 0.1 m. Points to note about this limit are as follows. 

Ross and Bristow (1990) used a limit that only stopped a node becoming wetter too quickly, i.e. 

essentially (3.45) without taking absolute values and if the change is to make the node wetter, but 

numerical experiments quickly found this to be unsuitable for the continual wetting and drying 

cycles modelled with WAVES. 

A finite offset value is required in (3.45) to allow a node to reach saturation, otherwise it would 

asymptotically approach saturation and never reach it, and converge the solution. 
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The factor 0.8 is apparently arbitrary, but stops a node from becoming saturated in a single itera-

tion. Again numerical experiments quickly showed the worth of this. 

The value of ψi only needs to be negative, since above saturation the behaviour of ψ is linear and 

therefore does not require constraint with a gradient method, even when the node is becoming 

drier, i.e. ∆ψi is towards the unsaturated. 

The second criterion for changes in [ψ] is to minimise the effects of an oscillating solution. 

Where successive iterations indicate a change in the sign of the correction to ψi, the size of the 

correction is halved. This avoids the classical oscillation a constant amount above and below the 

actual solution. 

Solution of the matrix equation (3.42) requires assemblage of [∂F/∂ψ]. The contents of this 

matrix are the derivatives of (3.32), (3.36), and (3.38) with respect to ψ at each depth node i. As 

stated, this is a tridiagonal matrix and is subject to extremely efficient solution. The components 

of [∂F/∂ψ] at node zero are: 

∂F0

∂ψ 0

 =  
K'0
2

 
K1

K0

 +  
K0

∆z f0

 +
θ'0 ∆z f0

2∆t j

 (3.46) 

f0

1

0

11

1

0
z
K

K
K 

2
K' = F

∆ψ
−

∂
∂

 (3.47) 

where Ki is unsaturated hydraulic conductivity, K' is the derivative of K with respect to ψ, and θ' 

is the derivative of θ with respect to ψ. The components of [∂F/∂ψ] at node i are: 
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The components of [∂F/∂ψ] at node n are: 
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∂Fn

∂ψ n
 =  K'n

2
 Kn-1

Kn
 +  Kn

∆z fn-1

+
θ'n ∆z fn− 1

2∆tj

 (3.52) 

Source and Sink Terms 

All sink terms are added or subtracted from (3.32), (3.36), or (3.38) as required. If these terms are 

constant, such as evaporation or rainfall rate, or root water extraction rate, then they have a zero 

derivative with respect to ψ, and therefore do not appear in any of the derivative terms. An exam-

ple of a sink term that is a function of ψ at a node is lateral flux. A watertable that develops on a 

soil layer boundary node i will generate a lateral flux, defined by Darcy’s law for saturated 

conditions: 

q
l = ψ i Ks m  (3.53) 

where ql is the lateral flux (m3 d–1), ψi is the positive water potential at node i (m), Ks is the  

saturated hydraulic conductivity of the soil layer (m d–1), and m is the slope of the land surface  

(m m–1)*. Equation (3.53) would be added to (3.32) or (3.38) as required. The derivative term is: 

  

dql

dψ i
 =  Ks  m  (3.54) 

This term is added to (3.49) or (3.52) as appropriate. Equation (3.53) is recalculated each itera-

tion with an updated value of ψi. 

Soil Layers 

With layered soils, there are special considerations. At a soil layer boundary, the only continuous 

quantities are soil water potential and soil water flux. We plan to calculate water content changes 

using variables other than ψ, so we must take into account that two values of these variables exist 

at the layer boundary. Since flux terms are defined between nodes, they require no special treat-

                                                      

* Darcy’s law of saturated flux consists of a conductivity, depth, slope, and width. Conductivity is taken 
from the soil hydraulic properties, depth of flow is the soil water potential at the layer boundary, slope is a 
constant for the soil profile specified by the user, and for dimensional consistency, the lateral flux flows 
across a unit width of soil. 
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ment. However, the ei terms in (3.36) and (3.38) are defined at nodes, and do require special 

formulation and derivatives. At a node i straddling a boundary, ei is defined by: 

ei = ((θup
j +1 −θup

j )∆z fi −1 + (θ lo
j +1 − θ lo

j )∆z fi )
1

2∆t f
 (3.55) 

where θup refers to the soil layer above the boundary, and θlo refers to the soil layer below the 

boundary. Similarly, the derivative term in (3.49) and (3.52) will contain a mixture of derivatives. 

Boundary Conditions 

There are two possible boundary conditions at the top and bottom of the soil column: constant 

flux and constant water potential. At the surface, a constant flux condition would occur with non-

ponded infiltration or energy-limited (stage 1) evaporation, and a constant potential condition 

would occur with ponded infiltration or soil-limited (stage 2) evaporation. WAVES allows a 

range of different options for surface ponded water: all ponded water becomes runoff, water is 

allowed to pond as if the area were flooded, or a flood depth is imposed. All of these options are 

handled transparently. 

A constant flux boundary condition is set when rainfall or evaporation occurs with an unsaturated 

surface soil. This is done by prescribing the rate of rainfall or evaporation as q
j+1
0  in Equation 

(3.36). If evaporation causes the surface node to become drier than the air-dry water potential of 

the soil, or rainfall causes the surface node to become saturated, then the time-step is re-run with 

a potential boundary condition. This will cause a mass balance problem, because the potential at 

the surface is imposed for the entire time-step. To avoid this, a triangle of water equal to the 

difference between the current water content and that at the constant potential for the top depth 

node must be added or removed, and placed in the accounting for water passing the surface node, 

i.e. (θpot – θold) / 2 × ∆zf0. 

If the surface dries out due to evaporation, the time-step is re-run and the flux passing the surface 

boundary is q
j+1
0.5, from (3.41) with α = 1, plus the triangle of mass removed. When the surface 

node becomes saturated, forcing a constant flux would cause compression of water in the soil 

profile, and very large water potentials. The apparent rainfall flux is therefore reduced by the 

amount of water that is ponded, thus: 

q0 = qrain −
ψ 0

∆train
 (3.56) 



 

 

56 

 

where q0 is the flux that appears in (3.36), qrain is the rainfall rate, and ψ0 is the estimated water 

potential at node zero equivalent to the depth of ponded water, and ∆train is the duration of the 

rainfall. Because (3.56) is a function of the potential at node zero, a derivative equal to –1/∆train 

will appear in (3.46). If water is allowed to pond, then after convergence the program continues. 

If ponded water is runoff, then the time-step is re-run using a constant potential condition of  

ψ0 = 0, and the runoff becomes the rainfall minus the infiltration (q
j+1
0.5) minus the triangle of mass 

added. 

At the base of the soil column there is only a single boundary condition: constant flux. This flux 

however, may interact with a user imposed groundwater level. In the simplest case, the soil 

column is allowed to drain at a rate determined by the conductivity of the boundary node and a 

throttle value β ranging from 0 to 1. If β = 0, there is no drainage out of the soil column, and a 

watertable may develop. If β = 1 there is gravity drainage assuming a unit gradient, at a rate 

equal to the unsaturated hydraulic conductivity of the boundary node. When 0 < β <1, we have a 

throttled condition which assumes a gradient less than free drainage, due conceptually to a semi-

infinite block of lower conductivity material below the modelled soil profile. In general the 

drainage flux is: 

nd Kq β=  (3.57) 

where qd is the drainage rate, and Kn is the unsaturated hydraulic conductivity at node n. This 

term appears in (3.38), and it has a derivative term: 

n
n

d 'K
d
dq

β
ψ

=  (3.58) 

which appears in (3.52). This flux is always a sink term, i.e. it is water lost to the soil column, 

and is always recalculated between iterations. 

The other condition that may exist at the base of the soil column is a groundwater interaction 

term. In this coupling, the user specifies the depth of an external regional groundwater table, and 

this level may be changed daily through the weather file. This regional level interacts with any 

local water table through the following flux: 

qg = ε (dgw − zn +ψn )  (3.59) 

where qg is the rate of drainage from the local to regional groundwater table, dgw is the depth to 

regional groundwater, zn is the depth of the soil column, ψn is the water potential at node n, 
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equivalent to the depth of water table in the soil column, and ε is a coupling coefficient related to 

the rate of bore recession after a rise. Again, this term appears in (3.38) and has a derivative term: 

dqg

dψ n
= ε  (3.60) 

which appears in (3.52). When the regional groundwater table is deeper than the local water 

table, qg is positive and can be thought of as drainage from the soil column. When the local water 

table is deeper than the regional water table, qg is negative and represents filling of the soil de-

pleted by evapotranspiration. The value of qg from (3.59) is restricted so that its magnitude, 

whether positive or negative, never exceeds the saturated hydraulic conductivity of the bottom 

soil layer. Under these conditions, no derivative exists because the value is no longer a function 

of potential, and (3.60) is not required. 

The quantity ε deserves some description. In a system where the regional groundwater table 

strongly controls local levels, because of high conductivity and good hydraulic connection, or in 

a lysimeter where groundwater levels are controlled externally, ε has a value close to 1.0, mean-

ing that for every millimetre of water extracted, the regional groundwater can supply one in 

return. In this system the local water table is at the same depth as the regional groundwater table. 

As water table recessions become slower, the value of ε decreases. If ε = 0.001, for example, then 

for every 1.0 metre of head difference between the local and regional water table, 1.0 millimetre 

of water per day would be able to be exchanged, conductivity restrictions notwithstanding. So if 

vegetation were able to evaporate 1 mm day–1 more than rainfall, then the local water table would 

be 1.0 m below the regional groundwater table on average. The value of ε should theoretically be 

based on the ratio of the hydraulic conductivities of the soil and aquifer systems. 

3.3.3 Computational Flow 

The sequence of steps to run a single day time-step is as follows: 

• determine whether all rainfall can be intercepted → no rainfall time-step required 

• calculate available water and total osmotic plus matric potential at each depth node 

• if first call for this time-step, CALL energy-balance, which calculates net rainfall 

• determine surface boundary condition 

   *** re-entry point for failed solution, or need to set new boundary condition *** 

• get values of soil water functions for state of last time-step 

• set first estimate of solution to state of last time-step 

• LOOP 

• get values of soil water functions for current solution estimate 
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• calculate coefficients and derivatives for matrix solution 

• incorporate source and sink terms into matrices, i.e. transpiration, watertables, ground-

water interaction or drainage. 

• solve matrix equation 

• check for solution convergence 

• modify estimates of solution, restricting large changes and oscillation 

• check for failed solution, and re-enter if necessary 

• check for change in boundary conditions, and re-enter if necessary 

• accumulate all solved mass balance components. 

This sequence is repeated if both rainfall and surface evaporation occur on the same day. Evapo-

ration and transpiration fluxes, and stresses, are not recalculated in this case. 

3.3.4 Soil Hydraulic Functions 

As stated at the end of section 3.3.1, we do not know what soil hydraulic model the user will 

want to use, so we place no restrictions on this. However, Short et al. (1995) provide a treatise on 

the use of the Broadbridge–White (BW) soil model in practical daily time-step modelling (Broad-

bridge and White 1988, White and Broadbridge 1988). They presented spaces where convergence 

was guaranteed with constant rate infiltration into very dry soil; one of the most numerically 

difficult problems. The strength of the BW soil model is that it links water potential, water con-

tent, and hydraulic conductivity by starting with a physically realistic representation of soil water 

diffusivity. Other important properties are that the functions between ψ, θ, and K are monotonic. 

With a solution scheme that depends on the gradients of these functions, not having zero or 

infinite slope is a great benefit; this is also physically realistic. It has been suggested that slope 

discontinuities are a problem for the Newton–Raphson solution scheme. However, a slope 

discontinuity apparently exists at every point on the soil tables used by WAVES without causing 

numerical problems. Brutsaert (1971) successfully used the Newton–Raphson solution scheme 

with only 10 points to describe the soil hydraulic curves. The issue of zero and infinite slopes in 

the curves is critical to the convergence of the solution, whereas slope discontinuities are almost 

irrelevant. 

The BW soil model has five physically meaningful and measurable parameters, and can represent 

a wide range of soil moisture characteristics ranging from highly nonlinear, associated with 

uniform sands, to weakly non-linear, associated with well-structure forest soils. The space in 

which convergence of the solution is guaranteed for all rainfall rates into all soils described by 

the BW model, shown in Short et al. (1995), is where the spacing between depth nodes is no 
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greater than the characteristic length scale of the BW soil model. This condition is very practical, 

and for a model that must run for long times with dynamic climatic and vegetation stresses, the 

existence of this space is mandatory. Such spaces may exist for other soil hydraulic models but 

they are not available in general, so while another soil model, or a set of empirical equations 

fitting observations, may be used with WAVES, the stability and convergence of Richards’ 

equation cannot be guaranteed. 

3.4 Solute Balance 

3.4.1  Generalised Equations 

Solute Mass Balance 

The solute balance in WAVES is concerned with conservative solutes only, and in particular 

common salt, sodium chloride (NaCl). This solute is assumed to not attach to the soil matrix, or 

affect soil hydraulic properties, or to removed by the plant roots or surface evaporation. Further 

we assume that the saturation concentration in water is never exceeded, thus avoiding problems 

with different solubilities of salts, precipitation of salt, and re-dissolving of salt. Under these 

conditions, we may write a mass balance equation for solute that is similar to that for water 

(3.31): 

 ) S(c+ 
dz
q

t
)c (

s
ss ∂

−=
∂

∂ θ
 (3.61) 

where cs is the concentration of salt (kg l–1), qs is the flux of salt (m d–1 kg l–1, sometimes reduced 

to kg d–1), and S is a source or sink term that may be a function of the salt concentration. With the 

salt transport in WAVES, we assume that the salt concentration does not affect the soil hydraulic 

properties, does not adsorb to the soil and transfer between the soil matrix and soil water, and is 

not removed from the soil by plants or evaporation. Under these conditions, the sink/source term 

can be omitted, and the soil property values and fluxes are constant for any concentration of 

solute. 

In a similar way to water, we can write equations (3.32) to (3.35) for (3.61), thus: 

Gi = qs,i + 0.5
j +1 − qs,i − 0.5

j +1 + hi = 0  (3.62) 

where 

qs,i + 0.5 = qi + 0.5cs,i + 0.5 −θ i +0.5 Ds,i +0.5

cs,i +1 − cs,i

∆z fi

 (3.63) 
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hi = (cs,i
j + 1θ i

j +1 − cs, i
j θ s,i

j )
∆zci

∆t f

 (3.64) 

cs ,i+ 0.5 =
cs,iθ i + cs,i + 1θ i +1

θ i + θ i +1

 (3.65) 

Ds,i +0.5 = D1θi + 0.5τ + D2
qi + 0.5

θi + 0.5

 (3.66) 

where Ds is solute diffusivity (m2 d–1), D1 is diffusion coefficient in free water (constant set to 

0.001 m2 d–1), τ is an impedance factor (constant set to 0.5), and D2 is dispersivity (constant set to 

0.02 m). Equations (3.63) to (3.66) are formulated at time j+1, and this index has been omitted 

where possible for clarity. 

Equations (3.62) and (3.64) are modified at the upper and lower boundary. At the surface node 0, 

we have: 

G0 = qs,0.5
j + 1 − qs,0

j + 1 + h0 = 0  (3.67) 

h0 = (cs ,0
j +1θ s,0

j +1 − cs,0
j θ 0

j )
∆z f 0

2∆t j

 (3.68) 

and at the bottom node n, we have: 

Gn = q s, n
j + 1−q s,n −0.5

j +1 +hn = 0  (3.69) 

hn = (c s,n
j +1θ n

j + 1−c s, n
j θ n

j )
∆z fn− 1

2∆t j

 (3.70) 

With the water fluxes solved for, qs,0 and qs,n are easily determined. If rainfall or irrigation has 

occurred, with or without a potential boundary condition, the surface flux of salt is the volume of 

water that infiltrated multiplied by the salt concentration in the rain or irrigation water. If evapo-

ration has occurred, then there is no salt flux from the surface node. When a potential boundary 

condition is imposed at the surface however, the surface salt concentration must be adjusted to 

account for the change in water content at the surface; see section 3.3.2 Boundary Conditions. If 

there is drainage from the bottom node, then the flux out of the soil column is the drainage flux 

multiplied by the concentration of salt at the bottom node. Similarly if there is upflow from a 
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groundwater table then the flux of salt into the soil column is the inflow flux multiplied by the 

concentration of salt in the groundwater. 

Matrix Derivative Terms 

Equations (3.62) to (3.70) can be expressed in finite difference form, and have derivatives taken 

with respect to cs at each node. At the surface node 0 we have: 

∂G0

∂cs,0

 =  q0.5 
θ0

θ0 +  θ1

 +
θ0 Ds,0.5

∆z f 0

 +  
θ0 ∆z f 0

2∆t j

  (3.71) 
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At a general intermediate node i we have: 
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∂Gi

∂cs,i

 =  qi+0.5  θ i

θ i  +  θ i+1

 +
θ i +0.5Ds,i + 0.5

∆z fi
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θ i
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 (3.74) 
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At the bottom node n we have: 
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∂Gn

∂cs,n

 =  qn-0.5  θn

θn-1 +  θn

 +
θn-0.5 Ds,n −0.5

∆z fn− 1

 +  
θn ∆z fn−1

2∆t j

  (3.76b) 

Inspection of the derivative terms (3.71) to (3.76b) reveals that cs does not appear on the RHS of 

any of the equations. The system of equations is linear, and may therefore be solved in a single 

iteration with the Newton–Raphson gradient method. Even with other water-based processes 

included, the solution remains linear in salt concentration. Take for example lateral flows. Equa-

tion (3.53) describes a lateral flux ql as a function of water potential, conductivity and gradient. 
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When salt is also involved, some mass will be lost from the column via lateral transfers. Specifi-

cally, the flux is: 

q
l ,s =  q

l
 cs,i   (3.77) 

where ql,s is the lateral salt flux at a node, ql is the lateral water flux from (3.53), and cs,i is the 

salt concentration at node i with a perched watertable. The derivative of (3.77) is: 

  

∂ql, s

∂cs,i

 =  ql   (3.78) 

which is not a function of salt concentration, and leaves the solution linear in cs. Equation (3.77) 

is added to (3.62) or (3.69), and (3.78) is added to (3.74) or (3.76b). 

Soil Layers 

At soil layer boundaries, special consideration must be given to (3.64) and its derivative equation 

(3.74). At a soil layer boundary there are two parts to each of the mass components, yielding the 

following, where node k is the soil boundary, and the superscript ‘a’ is for the layer above and ‘b’ 

is for the layer below: 

hk = (cs, k
j +1θk

a, j +1 − cs,k
j θk

a, j )
∆z fk −1

2∆tj

+ cs,k
j+ 1θk

b, j + 1 − cs,k
j θk

b, j( )∆z fk

2∆tj

 (3.79) 

∂Gk

∂cs,k

 =  
θk

a, j + 1∆z fk-1 +  θk
b, j +1 ∆zfk

2 ∆t j

  (3.80) 

Calculation of (3.65) requires careful algebra also to ensure the integrity of the formulation and 

solution. If the solution fails to converge in a single iteration, then it is most likely that the equa-

tions have been derived or coded incorrectly. 

3.4.2 Computational Flow 

The sequence of steps to run a single day time-step is as follows: 

 *** allow soil water solution to converge to get state values and fluxes *** 

• estimate values of soil hydraulic properties between nodes 

• estimate values of solute diffusion and boundary solute fluxes 

• set first estimate of solution to state of last time-step 

• LOOP (once only!) 
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• calculate coefficients and derivatives for matrix solution 

• incorporate source and sink terms into matrices, i.e. water tables, groundwater interaction 

or drainage. 

• solve matrix equation 

• check for solution convergence 

• modify estimates of solution 

• check for failed solution, indicating bad solution 

• accumulate all solute mass balance components. 

This sequence is repeated if both rainfall and surface evaporation occur on the same day. Because 

the solution is explicit (i.e. fixed coefficients requiring no iterations, there are theoretical restric-

tions on the size of time-steps given) we have fixed the depth nodes. These warnings are ignored 

in WAVES and, as a result, small negative values for solute concentration can occur with full 

solute transport but without a saline watertable. The presence of a watertable tends to smooth out 

fluxes, water contents, and sink terms, and provides a generally larger amount of solute that 

eliminates the negative values sometimes obtained. 

3.5 Carbon Balance 

3.5.1 Generalised Equations 

The carbon balance is performed as part of calculation of evaporation and transpiration demand 

for a given day. These fluxes are calculated based on the soil conditions at the start of the day, 

and are not updated during the solution of the water flow equation. A portion of the energy bal-

ance, all of section 3.2.1, is first used to estimate the stresses on the vegetation, the carbon bal-

ance routine is called to calculate assimilation based on those stresses, and then evaporative 

demand is calculated using a conductance based on that assimilation rate. In this way a complete 

feedback between the atmosphere, soil and salt, and vegetation is made. 

The WAVES plant growth model is a generic algorithm with rate-based equations and sound 

physical principles, however empiricism is used where appropriate. WAVES does not attempt to 

model discrete phenological growth stages, and does not fill grain in crops for a prediction of 

yield. WAVES further treats the plant as three buckets of carbon representing leaves, stems, and 

roots. Each of these is assumed to occupy the conceptual site fully. The leaves are evenly spread 

across each square metre, stem numbers are not determined but assumed to be again uniformly 

spread, and the roots totally explore the depths to which root carbon is allocated. This approach 

to plant growth modelling is a result of designing WAVES to be primarily a hydrological model 
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and leaf area index and root distribution are the primary variables interacting with the hydrologic 

cycle. 

Gross Photosynthesis 

The first step in growing our plant is to calculate the stresses on the plant. Within the transpira-

tion subroutine the availability of water to the plant is calculated, in a similar way to (3.24). 

χw =
1−

ψ i +ηΠ i

ψ wilt

 

 
  

 

 
  ∆zi

zmaxi =1

N

∑  (3.81) 

where χw is the relative availability of water, zmax is the depth of the deepest roots within the soil, 

and the sum is taken only over those depth nodes with roots present. 

The osmotic potential due to salt is given by Metten (1966) as: 

ai,si TRC2=Π  (3.82) 

where Cs,i is the molar concentration of salt at the depth node i (mol l–1) given by dividing cs,i  

(kg l–1) by the molar weight of salt in kilograms (0.0585 kg mol–1), R is the universal gas constant 

(0.832 m l K–1 mol–1), and Ta is average daily temperature expressed in Kelvin. A factor of two 

appears because two ions contribute to osmotic potential, both Na+ and Cl–, and they are assumed 

to contribute equally. 

Next the availability of light is calculated, along with the modifying effect of air temperature, 

thus: 

χl  =  
Rn 4600 
2 DL Lsat

   (3.83) 

χt = exp[−αt (Ta − Topt )
2 ]  (3.84) 

where Rn is the net radiation for the canopy of interest (kJ m–2 d–1), 4600 is a units conversion 

factor, Lsat is the saturation light intensity (µmoles m–2 s–1), the factor of two assumes that half of 

sunlight is photosynthetically active radiation, Topt is the temperature at which maximum assimi-

lation occurs, αt is a factor so that χt = 0.5 at the temperature when half of maximum assimilation 

occurs. The value of χl is limited to lie between 0 and 1. 
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At this stage, the actual relative growth rate can be estimated using the integrated rate methodol-

ogy of Wu et al. (1994) by: 

  

g =  1 +  ww  +  wN
1

χl χ t

 +  ww

χw

 +  wn

χ N

 
   (3.85) 

where g is the actual relative growth rate, ww is the weighting of water relative to light, wN is the 

weighting of nutrients relative to light, and χN is the relative availability of nutrients. In WAVES 

full nutrient cycling and leaching calculations are not performed so χN is a constant set by the 

user. 

Next gross production is calculated from Slavich et al. (1998): 

43200
1

DL
))LAIkexp((gAA max −=  (3.86) 

where Amax is the maximum production rate (kg C m–2 12 hr–1), and the scalar on the RHS is a 

correction for day lengths greater or less than 12 hours. 

 

Respiration and Losses 

There are two methods for estimating plant respiration. The first is to assume that it is some fixed 

or dynamic proportion of gross production (see, for example, Landsberg and Waring 1997), or to 

calculate it independently by invoking a rate equation based on the amount of material present; in 

WAVES we do the latter. The maintenance respiration loads for leaves, stems, and roots are 

calculated as follows: 

carminrateresp LDL
)T.exp(LL 





 −=

86400
10850  (3.87) 

where Lresp is the dark respiration of the leaves (in units of kg C), Lrate is the leaf respiration rate 

(kg C kg C–1 d–1), Tmin is the minimum daily temperature, and Lcar is the total amount of leaf 

carbon (kg C). The factor 0.085 in the exponential term doubles the respiration load for an 

8 degree increase in temperature. This is termed dark respiration because the leaf is assumed to 

get all the sustenance it requires during the day as part of normal photosynthesis, and the maxi-

mum net production parameter Amax already accounts for this loss. This is also why the minimum 
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temperature, assumed to occur during the night, and the proportion of the day that is night is used 

in the calculation. 

cararateresp S)T.exp(SS 0850=  (3.88) 

cararateresp R)T.exp(RR 0850=  (3.89) 

where Srate is the stem respiration rate (kg C kg C–1 d–1), Scar is the total amount of stem carbon  

(kg C, which may be zero if the plant has no woody stem), Rrate is the root respiration rate  

(kg C kg C–1 d–1), and Rcar is the total amount of root carbon (kg C). For all intents and purposes 

Lresp, Sresp, and Rresp are unknown, and are empirical fitting parameters. 

Leaves and roots are subject to turnover also, where a fixed proportion of the carbon is lost each 

day, thus: 

carrateloss LML =  (3.90) 

carrateloss RMR =  (3.91) 

where Mrate is the mortality rate of leaves and roots, or fraction lost each day (d–1). 

Dynamic Partitioning 

The losses in (3.87) to (3.91) are reconciled against the gross production after that production is 

partitioned to the available carbon pools. This is done on the basis of determining first how much 

is assigned to above-ground and below-ground. This is dictated by water availability and a maxi-

mum partitioning factor: 

wff .SL χβ+== 10  (3.92) 

Rf = 1− Lf − Sf  (3.93) 

where Lf is the fraction of production partitioned to leaves, Sf is the fraction of production parti-

tioned to stems, β is the partitioning factor (between 0 and 0.4), and Rf is the fraction of produc-

tion partitioned to roots. This model suggests that when water is not easily available, i.e. a low 

value of χw, more resources are placed below ground to find water, and when water is plentiful 

resources are put into growing canopy and above ground structures. 
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Now an updated value of the three carbon pools can be calculated by: 

Lcar
new = Lcar + 0.65Lf A − Lresp − Lloss  (3.94) 

Scar
new = Scar + 0.65Sf A − Sresp  (3.95) 

Rcar
new = Rcar + 0.65Rf A − Rresp − Rloss  (3.96) 

where the 0.65 factor is a fixing efficiency of assimilate to actual material. 

There are certain limits placed on the accumulation of carbon pools relative to one another, and 

in total. Leaf carbon will not be accumulated after 99% of light can be intercepted by the canopy, 

due to the marginal cost of maintaining extra leaf resources relative to the extra assimilation 

gained. If the plant has stems, then the stem carbon must be at least equal to the leaf carbon, to 

provide mechanical and hydraulic support to the leaf mass. Root carbon can only be accumulated 

to a maximum of twice the leaf carbon if no stems exist, and four times the leaf carbon if stems 

are present. 

Considerations for Annual Vegetation 

WAVES is simplistic with regard to perennial vegetation, so that when either leaf or root carbon 

is reduced to zero, the vegetation dies and does not regrow. Annual vegetation has a more pre-

dictable cycle of germination, growth, and death, and must be accounted for by the generic 

growth model. This is done by the addition of two parameters: the year-day of germination (1 to 

365), and the lifespan of the plant in degree daylight hours. 

WAVES must check for the day when the plant germinates, and initialise the leaf, stem, and root 

carbon pools. Annuals are assigned an amount of carbon such that the leaf area index is 0.1, a 

matching amount of carbon is given to stems (if they are present), and twice that amount to roots. 

The root carbon profile is assumed to be linear with depth at a density of 0.1 kg C m–3. 

On the day of germination, all resource availabilities are assumed to be at maximum for numeri-

cal purposes, and the counter for degree daylight hours is initialised to zero. The degree day 

hours are accumulated for each growing day by multiplying the average of maximum and mini-

mum daily temperature by the number of sunlit hours in the day, with a minimum of 1 degree day 

hour for any one-day time-step. After an annual has been growing for its full lifetime, all produc-

tion rates are assumed to be zero, and the respiration load is multiplied by 20 to cause the carbon 

pools to senesce. This last process representation is totally arbitrary, but avoids introducing extra 

parameters to better describe this part of the life cycle. 
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Estimates of yield can be made from knowledge of above-ground biomass and actual and poten-

tial transpiration, based on empirical curves (Charles-Edwards 1982). The simplest equation uses 

the Harvest Index: 

Y = HI . DM  (3.97) 

where Y is grain yield (kg m–2), HI is the harvest index, and DM is the total above ground dry 

matter produced (kg m–2, in WAVES this is 2 × Lcar). Values of HI can be found in literature, and 

commonly range from 0.2 to 0.5. Alternative yield estimates can be made by adding knowledge 

of transpiration (de Wit 1958), thus: 

Y = Ymax  m . 
ETact

   ET     pot
 (3.98) 

where Ymax is  maximum grain yield, m is an empirical constant, ETact is actual transpiration (m),

and ETpot is average potential transpiration rate over the growing season (m). Within WAVES, 

the values of ETact and ETpot are stored and can be used for these calculations with a user- 

specified Ymax and m parameter. 

Litter and Grazing 

WAVES keeps track of a fourth carbon pool for ground litter. The effects of litter have already 

been described, for example in equation (3.15) for surface resistance to evaporation. The above-

ground loss term in (3.90) is added to the ground litter pool, and is allowed to decompose over 

time. The decomposition rate is an empirical function of temperature and moisture at the soil 

surface: 

dl =   
Θ 0 χt

10
 (3.99) 

where dl is the proportion of litter decomposed, Θ0 is the relative water content at the surface (0 

is air-dry, and 1 is saturated), and the factor 10 indicates that 10% of the total litter may decom-

pose each day under optimal rotting conditions. 

Grazing can be imposed if plants are to be grown. Grazing pressure is indicated by specifying the 

number of stock equivalents (ewe and lamb pairs) per hectare, and the year-day that they are let 

on, and taken off. Each stock equivalent is assumed to consume 0.5 kg C d–1 ha–1, and this amount 

is removed from the overstorey, understorey, and litter carbon pools in proportion to their sizes. 
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3.5.2 Root Growth 

Roots are growth by a chaotic algorithm, with three very simple rules. The root zone is broken 

into the same node spacings as for the soil water dynamics modelling with Richards’ equation 

(see section 3.3 Water Balance) and root carbon is assigned to each node. This root activity is 

assumed to occur in the region half-way to the next node up, and half-way to the next node down. 

Because of this, no root carbon is assigned to either the surface node at 0 m, or the bottom most 

node, at the base of the soil column. 

The rules that cover root growth are as follows. Firstly, we must maintain a connected root sys-

tem to the deepest node with roots; any net root carbon growth must first satisfy this need. Sec-

ondly, root growth occurs where there is the most water and oxygen available and an existing 

root mass. This is determined by a method similar to (3.81), thus: 

car
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where FAVi is the favourability for root growth at node i, zi is the depth of node i, and Rci is the 

amount of root carbon at node i. The first term of the RHS represents the water availability, 

taking salt into account, the second term represents oxygen availability, i.e. the deeper below the 

ground the less oxygen diffuses down there, and the final term means that a greater investment 

will be made where roots already exist. The value of (3.100) is calculated at each node, summed, 

made into a relative value, and carbon is assigned to nodes on the basis of the favourability as a 

proportion of the root carbon to be assigned. 

The final rule for root growth is that the plant wants to explore new areas. In practice, if the 

deepest roots are shallower than the maximum rooting depth of the plant, then the favourability 

of the next node is calculated as available for assignment of carbon. 

The other housekeeping issues involved are (1) to maintain a maximum level of root carbon 

accumulation, (2) that root carbon respiration is subtracted on the basis of the proportion of total 

root carbon at each depth node, and (3) that roots will not grow in saturated soil. 

3.5.3 Computational Flow 

The sequence of steps to run a single day time-step is as follows: 

(General Plant Growth) 

• gather availability of water and root growth favourability from other routines 

• calculate availability of light and modifying effect of temperature 
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• determine maximum allowable carbon accumulation levels 

• calculate growth rate and gross assimilation 

• check status of annual plants 

IF GERMINATION 

• set growth rate and assimilation to maximum 

• assign minimum carbon to plant carbon pools 

• distribute roots down soil profile 

ELSE 

• accumulate degree day hours of growing season 

• calculate respiration loads 

IF PLANT IS SENESCING 

• set growth rate and assimilation to zero 

• increase respiration loads by factor of 20 

• calculate dynamic allocation amounts 

• calculate carbon pool mortality amounts 

• update carbon pools for assimilation, respiration, and mortality 

• update litter pool for leaf drop 

• check status of grazing 

• calculate amount of carbon grazed 

• reduce leaf carbon and litter pools 

(Dynamic Root Growth) 

• gather favourability index and carbon allocation and respiration from other routines 

• calculate distribution of potential losses due to respiration or saturated soil 

• calculate distribution of potential growth according to general favourability 

• update root carbon for all losses 

• update root carbon at each depth to maintain minimum root carbon for connected root system 

• update root carbon from remaining assimilation 

• recalculate relative amount of carbon at each depth node. 
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CHAPTER 4. SENSITIVITY ANALYSIS AND TESTING 

L. Zhang, W. R. Dawes, T. J. Hatton, 

and P. Dyce 

 

 

 

4.1 Introduction 

WAVES is a complex process-based model and it attempts to represent the key processes with a 

fair degree of physical fidelity. As a result, a sensitivity analysis of all inputs over their potential 

range and complexity is not feasible. Thus we take a more pragmatic and constrained approach to 

model sensitivity analysis in this study. We are aided in setting constraints by the physical nature 

of the parameterisation. Further, with an understanding of model structure and the underlying 

physics and physiology, it is possible to identify a priori a set of key parameters to which the 

model is most sensitive. This section presents such an analysis and discussion of the behaviour of 

the WAVES model to perturbation of selected set of input parameters. 

4.2 Site Description and Data Collection 

The sensitivity analysis was conducted using data from an experimental area in a 109-ha mixed 

cropping catchment named ‘Tambea’, at Wagga Wagga, N.S.W. (35°10' S and 147°18' E). In the 

1992 and 1993 seasons, the crops sown were canola, oats and wheat. The soils of the experimen-

tal area formed on granite parent material. The dominant soil type, Red Earth (haplic eutrophic 

red kandasol), comprises weakly structured clay loam to light clay, red in colour and free of stone 

and coarse sand. The upper slopes and low rounded crests have in situ red podzolics (haplic meso-

trophic red chromosol) which grade into weathered granite at less than 1 m. On the main drainage 

line, the soils are formed of colluvium overlying a clay that appears to have developed in situ on 

the granite. 

Various data relating to climate, soil water content, and plant growth were collected over two 

winter growing seasons from June 1992 to January 1994, separated by fallow. The growing sea-

son and fallow period from June 1992 to June 1993 was used to calibrate the free parameters. The 

subsequent growing season until January 1994 was used as a validation period, where no parame-

ters were changed, only water balance and plant growth estimates examined. 
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One year is a short time to calibrate a complex physical model. However, at this latitude there is a 

large variation in the climatic inputs over a year. Given that the annual crops grew in winter with 

an abundance of resources, we needed only to fit four critical plant growth parameters. During the 

summer months when the area was fallow, we could fit the soil moisture profiles with a single 

parameter without the need to fit plant growth in parallel. The results presented in Section 4 will 

show that the calibration obtained from the first year produced good results in the second year. 

Soil hydraulic properties 

Soil hydraulic conductivity was estimated at various depths using a well permeameter, or Gleuph 

type infiltrometer, at 12 sites in the catchment that included the three main soil groups. Total soil 

depth was estimated from the depth at which conductivity reduced to near zero. Saturated and air-

dry volumetric water contents were estimated from the range of water contents reported from the 

soil moisture monitoring, and from soil descriptions reported in Forrest et al. (1985). Values of 

the capillary length scale, lc, and the soil structure parameter, C, were estimated from moisture 

characteristics reported by Forrest et al. (1985) and soil texture and structure descriptions from 

Fogarty (1992). Hydraulic conductivity was adjusted downwards during calibration to match 

observed soil moisture profiles. 

Climatic data 

Climatic data collected on site at Tambea was measured with an automatic weather station. Wet 

and dry bulb temperatures were measured using temperature sensors with a standard muslin and 

wick changed fortnightly. A Rimik tipping bucket rain gauge recorded rainfall amount and inten-

sity. A three cup anemometer with 64mm diameter cups mounted 2m above ground level was 

used to record windrun. Radiation sensors with a spectrum response < –3dB from 500 to 1000 nm 

were used to record total global radiation and reflected solar radiation. Additional climatic data 

was collected at ‘Shanagh’, approximately 1 km northeast of ‘Tambea’, with a similar range of 

sensors. 

Soil moisture measurement 

During the period 1992 to 1993, soil moisture contents were measured fortnightly at 11 sites 

across the area using a modified Tektronix Time Domain Reflectometry (PYELAB TDR 

SYSTEM) and CSIRO Software. Probes were inserted horizontally at up to five depths below the 

surface; due to considerations of the experimental budget, placing more probes at regular depths 

was not done. Individual calibrated probes were read manually in the field every 2 to 4 weeks, and 

stored traces were reanalyzed and compared with volumetric soil moisture estimates to check the 

accuracy of the measurements. 
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Leaf area index 

The leaf area index (LAI) was measured on monthly intervals throughout the growing season. In 

each of the paddocks at Tambea, three randomly placed 1-m2 quadrats were clipped to ground 

level. The one-sided green leaf area was measured using an electronic planimeter. The leaf areas 

for each of the three quadrats was averaged to give a single value for each paddock. Frequent 

checking, and if necessary, fine adjustment of the planimeter was carried out using known stan-

dards to maintain accuracy to at least 5%. 

Total evaporation 

Poss et al. (1995) made measurements of evaporation using lysimeters in an adjacent catchment. 

Data from June 1992 to December 1993 was collected at 1- to 4-week intervals; a total of 23 data 

points. The total evaporation modelled by WAVES was aggregated over the same periods, aver-

aged for the number of days in each measurement period and compared directly. 

Streamflow measurement 

Total catchment runoff was measured using a modified V-notch weir. Flow heights were meas-

ured at two stilling wells using ‘Wesdata’ capacitance probes and 390 series data loggers. A low 

flow rate calibration curve was derived by measurements taken using a ‘Hydrological Services’ 

OSS PC1 current meter. Due to the extremely small amount of runoff and stream flow, only low 

flows occurred, and were recorded, during the simulated period. 

4.3 Method 

The model was first calibrated for Site D, over a period of 15 months (27 April 1992 to June 

1994). Model inputs were adjusted to achieve the best agreement between predicted and measured 

LAI for the wheat crop. The parameters adjusted were: plant maximum assimilation of carbon; the 

IRM weightings of water and nutrients relative to light, and the plant respiration coefficients. We 

recognised that resultant parameter set is not unique but it does present a plausible model of wheat 

growth for the Tambea catchment. This calibrated base set of parameters was used to test the 

sensitivity WAVES in this analysis. These parameters are essentially those used in part by Dawes 

et al. (1997) in simulations of this catchment. 

We recognise that with the use of this simulation alone it isn’t possible to produce a completely 

comprehensive analysis of all variables, especially for other vegetation types and soils. The sensi-

tivity analysis was conducted in a standard manner in which the model was run with the value of 

single parameter altered by plus and minus 10%, holding all other variables constant. The climatic 

inputs to the model were constant for all iterations. 
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The soil parameters were handled as a special case. As it often the case, the soil as described for 

Site D was modelled as a set of layers with distinct hydraulic properties. In those simulations 

testing the sensitivity of any one soil parameter, the values of that parameter were altered by the 

same amount in each layer throughout the profile. The rationale behind this scheme is purely 

pragmatic; model sensitivity to a change in a soil hydraulic parameter in any single, arbitrary 

layer will be chaotic with respect to the position this layer holds in relation to the rest of the 

profile. 

4.4 Results and Discussion 

The selected parameters were compared with a set of model outputs. These outputs were used as 

indicators of performance and are commonly used in comparing modelling scenarios. The outputs 

are: evaporation from vegetation (transpiration, Ev) and soil (Es) to indicate changes in energy 

flux; deep drainage (DD) to indicate effect on the soil water balance; and maximum leaf area 

index for the growing season (LAImax) to indicate effects on plant growth. The results are summa-

rised in Table 4.1. 

The calculated transpiration is sensitive to the maximum assimilation rate of carbon (Amax), the 

slope of the stomatal conductance model (g1), canopy albedo (αv), and the soil shape parameter 

(C). The actual assimilation rate of carbon is closely related to its maximum value; equation (21) 

shows that the canopy resistance is inversely proportional to the actual assimilation rate. As a 

result, changes associated with Amax affects canopy transpiration; g1 influences transpiration in a 

similar way. The parameters Amax and g1 are related to canopy resistance and the discussions are 

valid for canopies with similar aerodynamic characteristics (e.g. roughness length). Changes in 

canopy resistance caused by these parameters may have different degrees of effects on transpira-

tion depending upon the roughness length of the canopy. The predicted value of transpiration is 

sensitive to the canopy resistance when the aerodynamic resistance is relatively small (e.g. tall 

crops and forests). At large values of the aerodynamic resistance (e.g. short crops and grass), and 

especially under non-water limited conditions such as were experienced in the two winter growing 

seasons, the transpiration is much less sensitive to the canopy resistance, and the partitioning of 

the available energy into sensible and latent heat fluxes is significantly controlled by the aerody-

namic resistance. Increased αv reduces the available energy reaching the canopy surface, hence 

decreases the transpiration. The shape parameter C, which is related to soil structure, affects 

transpiration significantly because of its effect on plant available water at a given potential. The 

next most sensitive parameters are leaf area index and the weightings for water and nutrients, 

which have reduced effects on canopy transpiration because of the nonlinearity of the relation-

ships between the canopy resistance and these parameters. 
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Table 4.1. Summary of sensitivity analysis performed on site D for growing season 1992–93. 

Ev, Es refer to transpiration from vegetation and evaporation from soil in mm, Q is the total 

drainage in mm, LAImax is the maximum leaf area index. The columns labelled ‘%’ refer to 

percentage changes from ‘control’ values. LBC refers to ‘lower boundary condition’ defined 

as fraction of saturated hydraulic conductivity. Other symbols are defined in Table 2.1. 

Parameter Change Ev %Ev Es %Es Q %Q LAImax %LAImax 

    Standard      

  196.3 ---- 406.0 ---- 30.6 ---- 3.2 ---- 

          

+ 198.4 +1.1 393.6 –3.0 30.8 +0.7 3.2 0.0 
αs 

– 193.8 –1.3 418.2 +3.0 30.3 –0.8 3.2 0.0 

+ 178.3 –9.2 418.9 +3.2 30.7 +0.3 2.9 –9.6 
αv 

– 210.0 +7.0 396.4 –2.3 30.5 –0.3 3.5 +9.2 

          

+ 224.2 +14.2 378.2 –6.9 30.4 –0.5 4.2 +29.4 
Amax 

– 159.7 –18.6 439.1 +8.1 30.7 +0.4 2.4 –24.3 

+ 190.1 +5.8 423.7 –2.4 30.5 –0.5 3.5 ---- 
LAI 

– 167.2 –7.0 445.2 +2.6 30.9 +0.4 2.9 ---- 

+ 196.7 +0.2 402.8 –0.8 30.6 0.0 3.1 –2.9 
Ke 

– 194.9 –0.7 410.1 +1.0 30.6 0.0 3.3 +3.2 

+ 230.2 +17.3 402.7 –0.8 30.5 –0.2 3.2 0.0 
g

1
 

– 188.1 –4.2 409.8 +0.9 30.6 0.0 3.2 0.0 

+ 206.4 +5.1 396.1 –2.4 30.5 –0.5 3.5 +9.9 
χ

H
 

– 184.8 –5.8 416.9 +2.6 30.6 0.0 2.9 –9.6 

+ 188.7 –3.8 413.2 +1.8 30.6 0.0 2.9 –6.2 
χ

N
 

– 203.9 +3.8 398.6 –1.8 30.5 –0.5 3.4 +7.1 

+ 190.5 –3.0 411.9 +1.5 30.6 0.0 3.2 0.0 
F

l
 

– 202.9 +3.4 399.1 –1.7 30.6 0.0 3.2 0.0 

          

+ 196.3 0.0 405.9 0.0 33.4 +9.3 3.2 0.0 
LBC 

– 196.3 0.0 405.9 0.0 27.7 –9.4 3.2 0.0 

+ 196.3 0.0 404.7 –0.3 34.2 +11.7 3.2 0.0 
Ks 

– 196.2 0.0 407.4 +0.4 26.9 –11.7 3.2 0.0 

+ 199.1 +1.5 417.1 +2.7 29.8 –2.5 3.2 0.0 
θs 

– 192.5 –1.9 394.8 –2.7 31.3 +2.4 3.2 0.0 

+ 197.1 +0.4 401.8 –1.0 30.7 +0.3 3.2 0.0 
θd 

– 197.4 +0.5 410.1 +0.7 30.5 –0.5 3.2 0.0 

+ 197.4 +0.5 408.7 –0.7 32.0 +4.7 3.2 0.0 
λc 

– 194.9 –0.7 403.3 +2.2 28.5 –6.8 3.2 0.0 

+ 178.2 –9.2 415.2 +2.2 29.5 –3.6 3.2 0.0 
C 

– 196.1 –0.1 414.2 +2.0 31.7 +3.6 3.2 0.0 
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The predicted soil evaporation was relatively sensitive to Amax, which affects the soil evaporation 

indirectly through its effects on canopy transpiration and canopy development (i.e. soil shading). 

The soil hydraulic properties have little influence on the cumulative soil evaporation and this may 

have the implication that the uncertainties associated with the soil properties will not cause large 

errors in predicted soil evaporation from TOPOG_IRM. However, other factors such as the for-

mulation of soil surface resistance (e.g. equation 2.56) may play a significant role in controlling 

the soil evaporation. 

The total drainage was affected significantly by the lower boundary conditions and the saturated 

hydraulic conductivity. In WAVES, the lower boundary conditions are defined as a fraction of the 

saturated hydraulic conductivity ranging from free drainage, where the fraction is one, to no 

drainage, where the fraction is zero. The lower boundary conditions determine the amount of 

water potentially drained from the bottom of the soil layer. The results in Table 4.1 showed that a 

10% change in either the lower boundary conditions or the saturated hydraulic conductivity could 

lead to an equivalent change in the total drainage. When the model is applied to study the effects 

of land-use management on groundwater recharge, these two parameters become critical. 

Because of the nonlinear dependence of leaf area index and Amax, changes of 10% in the maxi-

mum assimilation rate produced changes in the maximum leaf area index of about 25%. The 

maximum leaf area index was also sensitive to αv, and the weightings of water and nutrients. 

4.5 Summary 

The plant growth model in WAVES is particularly sensitive to the maximum assimilation rate, 

and under certain conditions, to the IRM weighting factors. The potential feedback, direct and 

indirect, on the surface water balance are significant. Of the soil parameters, conductivity appears 

to most drastically affect deep drainage. Although not demonstrated in this series of simulation, 

the other hydraulic parameters do have significant effect on the shape of the soil moisture profile. 

The conductivity of the lower boundary of the numerical soil water redistribution model was of 

paramount importance to the magnitude of deep drainage; the extreme sensitivity to this condition 

has serious implications to any soil water balance model predicated on a continuity equation for 

moisture redistribution. 

4.6 Testing energy balance components 

The following experiment was designed to test the energy balance component of WAVES under 

controlled conditions. The meteorological inputs have the following characteristics: 
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Rsd =  312 W m2  (shortwave downward radiation) 

  Ta =  20 oC  (average air temperature) 

ea  =  12.0 hPa  (average vapour pressure) 

Ks  =  0.60 (light extinction coefficient) 

L1 =  3.0 (leaf area index) 

α1 =  0.22 (canopy albedo) 

α s =  0.22 (surface albedo) 

We assumed one vegetation layer plus one soil layer. The soil was loam with the total depth of 

100 cm. For simplicity, precipitation, runoff and drainage were assumed to be zero and the simu-

lation started with saturated soil moisture content throughout the soil profile. Therefore, the 

maximum annual evapotranspiration should equal to the total available water in the soil layer. In 

what follows, we will first calculate radiation budget and its partitioning between the vegetation 

canopy and the soil surface. Then we will show the simulated energy balance from WAVES for 

the vegetation and soil layers. This will provide a diagnostic check on the energy balance compo-

nent of the model. 

The radiation budget is calculated as: 

ea  =  1.24(12/(273.15+ 20))1/7 =  0.79 

248-
ld W/m 330.0 = 20.0)+(273.15*10*5.6697*0.79 = R  

248-
lu W/m 418.0 = 20.0)+(273.15*10*5.6697*1.0=R  

For the vegetation layer 

Rsv1 ↓= 312(1− exp(−0.60 * 3.0)) = 260.0W/m2
 

Rsv1 ↑= 312* 0.22(1 − exp(−0.60 * 3.0)) = 57.2W/m2  

Rlv 1 ↓= 330.0(1 − exp(−0.66 * 3.0)) = 275.0W/m2  

Rlv 1 ↑= 418(1 − exp(−0.6 * 3.0)) = 349.0W/m2  

The net radiation for the vegetation layer is 

2
nv1 W/m 129.0 =349275+57260=R −−  
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For the soil layer 

2
sg W/m).*.exp(R 520360312 =−↓=  

2
sg W/m.).*.exp(.*R 0110360220312 =−↑=  

2
lg W/m.).*.exp(R 0540360330 =−↓=  

2
lg W/m.).*.exp(R 0690360418 =−↑=  

The net radiation for the soil layer is 

2
ng W/m 26.0 = 69.054.0 + 1.0 52 = R −−  

Therefore, the total net radiation received by the system (vegetation + soil) is 

Rn  =  Rnv1 + Rng =  129.0 +  26.0  =  155 W/m2  

The simulated net radiation from WAVES are 129.0 and 26.0 W/m2 for the vegetation and soil 

layers respectively. It is clear that the radiation and its partitioning in WAVES is as expected. The 

energy balance components during the period of simulation are shown in Fig. 4.1. The total 

evapotranspiration was 315.9 mm, which is almost identical to the available water in the soil layer 

(i.e. 316.0 mm). Although this is not a complete test for the energy balance, it provided a diagnos-

tic check on the energy balance and indicated that energy is neither created nor destroyed in the 

system. 

 

Fig. 4.1. Time course of net radiation, 

evapotranspiration, and sensible heat 

flux simulated by WAVES. Rn, E, H 

represent net radiation, evaporation, 

and sensible heat flux, respectively. Sub-

scripts v and s represent vegetation 

canopy and soil. 
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4.7 Testing water balance component 

A summary table is reported at the end of each simulation to ensure a perfect mass balance for 

water. In most cases, the model will achieve good mass balance. When errors occur in mass 

balance, users will be notified and should check their input files for possible errors. Following 

table is an example of mass balance for water. The results are obtained from a simulation using 

data from Griffith, NSW. It is clear that model achieved a perfect mass balance for water. 

Table 4.2. Check for Mass Balance of Water 

Initial Storage (mm) 505.50 

Final Storage (mm) 407.81 

Change in Storage (mm) –97.69 

Total Gross Rainfall (mm) 1500.00 

Total Overstorey Interception (mm)                             193.06 

Total Understorey Interception (mm)                           0.00 

Total Net Rainfall (mm) 1306.94 

Total Evaporation from soil (mm) 454.08 

Total Overstorey Transpiration (mm) 986.20 

Total Understorey Transpiration (mm) 0.00 

Total Evapotranspiration (mm) 1440.29 

Total Lateral Fluxes (mm) 0.00 

Total Overland Flow (mm) 125.46 

Total Deep Drainage (mm) 0.00 

Total Flood Extra (mm) 0.00 

Total Groundwater Extra (mm) 161.13 

Total Groundwater Changes (mm) 0.00 

Mass Balance Error (mm) 0.000000 
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4.8 Testing solute balance component 

Similar to the mass balance for water, a summary table for solute is also reported at the end of 

each simulation when involving solute transport. The following summary table was obtained from 

WAVES simulation for lucerne grown in a lysimeter in Griffith, NSW. A nonsaline watertable 

(EC 0.1 dS m–1) at 60 cm below the soil surface was established before sowing and was later 

dropped to 100 cm using the Mariotte tanks. When the lucerne fully established, a saline water-

table was introduced (EC 16 dS m–1) and maintained at 100 cm depth until the end of the experi-

ment. It is clear that most of the solute came from the saline watertable as a result of upward flux 

of water and transpiration. Rain and irrigation water contributed a little to the total solute in the 

soil profile. It is obvious that WAVES obtained a perfect mass balance for solute. 

Table 4.3. Check for Mass Balance of Solute 

Initial Solute Mass (kg) 0.00 

Final Solute Mass (kg) 3.10 

Solute from Surface (kg) 0.08 

Solute from Basement (kg) 3.02 

Solute from Lateral Flows (kg) 0.00 

Mass Balance Error (kg) 0.000000 
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Abstract 

Two distinctive features of the soil hydraulic model of Broadbridge and White (1988) permit 

guaranteeing a priori the numerical performance of finite difference solutions of Richards’ soil-

water flow equation, for a wide range of nonlinearity of soil hydraulic properties. Firstly, soil-

water diffusivity remains (realistically) finite as soil becomes either very dry or ‘saturated’. Thus 

solutions of the differential and finite difference equations remain determinate under all condi-

tions. Secondly, hydraulic functions may be scaled across all soils described by the model, and 

finite difference solutions scaled in terms of space-step, time-step and transformed rainfall rate. 

The critically difficult case of constant-rate infiltration into semi-infinite dry soil permits numeri-

cal performance to be investigated comprehensively, using only a three-dimensional parameter 

space. A particularly efficient numerical scheme is identified. Scaled solutions for cases of coarse 

fixed space-time mesh correspond closely to analytical solutions, without propagation of short-

time errors, for both semi-infinite and finite depth soils. Criteria are developed for guaranteed 

numerical convergence and stability, for Crank–Nicolson and backward difference schemes. 

Scaling and determinacy are proposed for comprehensively testing alternative numerical schemes.  

                                                      

* Now an independent scientific consultant. 



 

 

82 

 

4.9.1 Introduction 

Because of advances in numerical techniques, numerical solutions of the soil-water flow equation 

of Richards (1931) are now available for a wide range of practical situations (e.g. Brutsaert, 1971; 

Ross, 1990). However, general use of numerical solutions is restricted by our inability to robustly 

predict numerical convergence and stability. 

There appear to be no reports of making such predictions a priori for arbitrary space and time 

steps and rainfall rates, for a wide range of soil hydraulic properties. Sometimes it is stated that 

convergence and stability can be ‘guaranteed’ (e.g. Celia et al., 1990; Li, 1993). However, these 

guarantees are not a priori in that time-steps are controlled dynamically, and space steps appear to 

be based on knowledge of a limited range of soil hydraulic properties and boundary conditions. 

For linear convective-diffusive equations (CDE), criteria for numerical stability are readily de-

rived (e.g. Noye, 1990) by scaling four parameters, space-step, time-step, velocity and diffusion 

coefficient, in terms of two free parameters, the dimensionless Courant and Péclet numbers. Some 

performance criteria may be derived theoretically, and any criteria may be derived experimentally 

by searching the two-dimensional space comprising the ranges of these parameters. The nonlin-

earity of the CDE reported by Richards (1931) necessarily requires scaling in terms of at least 

three parameters, and comprehensively searching a space with corresponding dimensions. 

There are two requirements for providing a priori guarantees of numerical performance for a 

nonlinear CDE. Firstly, the equation must be scalable in terms of a small number of parameters, 

so that it is practical to search the entire parameter space. Secondly, the properties of the nonlinear 

functions must allow the solution of the differential and finite difference equations to be determi-

nate under all initial and boundary conditions. 

With most soil hydraulic models, solutions must be represented in terms of numerous parameters: 

space-step, time-step, various soil hydraulic parameters and rainfall. The dimensionality of the 

parameter space may be reduced to three, using the soil hydraulic model (BW) of Broadbridge 

and White (1988). They pointed out that their model permitted scaling of soil hydraulic functions, 

Richards’ equation, and initial and boundary conditions for rainfall infiltration, in terms of linear 

transformations of space, time and rainfall rate. Thus solutions could be scaled in terms of three 

parameters across all soils represented by the model. Another feature of this model is incorpora-

tion of Fujita’s (1952) diffusivity function, which ensures that diffusivity remains finite as soil 

becomes very dry. This ensures that solutions of Richards’ equation remain physically meaningful 

and determinate under all unsaturated conditions. 
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The BW soil hydraulic model has five parameters, each field measurable and having physical 

meaning. Four of these are related linear scaling factors, and the fifth embodies the nonlinearity of 

the hydraulic properties. This model appears to span a wide range of the known behaviour of field 

soils, ranging from highly to weakly nonlinear. 

The range of nonlinearity of the BW soil model, combined with the ability to scale solutions in 

terms of three parameters, offers the prospect of guaranteed numerical performance in modelling 

a wide range of soils. We will demonstrate this using a particularly efficient numerical scheme, 

which can be readily incorporated into routine models of vertical soil-water dynamics. In the 

search for a suitable numerical scheme, a prime criterion is Philip’s (1957a) principle of using 

exact global mass balance, which helps to constrain errors in approximate solutions, and also 

balances mass for simple water balance models having low accuracy requirements. 

In this work we first discuss formulations of Richards’ equation, then discuss requirements for 

determinacy of solutions. The BW soil model is examined and the range of analytical solutions 

(Broadbridge and White, 1988; Broadbridge et al., 1988) is presented in a readily usable form. 

We present precise requirements for exact mass balance, and modify a particularly efficient mass-

conserving numerical scheme investigated by Ross (1990). We compare analytical and numerical 

solutions for infiltration into extremely dry soil, using unusually large and fixed depth and time 

steps. For these conditions we develop criteria for guaranteed numerical convergence and stabil-

ity. 

4.9.2 Formulation of the flow equation 

We restrict our attention to one-dimensional vertical soil-water flow, and assume that the soil is 

homogeneous, structurally stable, incompressible, isothermal and nonhysteretic. We will not 

consider here sources and sinks of water within the soil profile. 

The term ‘saturation’ is somewhat misleading compared with ‘satiation’ (Miller and Bresler, 

1977). For ψ > 0 some air is normally trapped within the soil pore space, so that even after the 

development of surface ponding or a watertable, θ increases slightly as ψ increases further. 

Forms of the flow equation 

The starting point in deriving the flow equation is conservation of mass for water flow in soil 

(Gardner, 1919): 

∂θ
∂ t

= −
∂ q
∂ z

 (4.1) 
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Nomenclature 

z  depth below soil surface, +ve downwards [L] 

t  time [T] 

θ  volumetric soil-water content [L3 L–3] 

ψ  matric potential (pressure head) [L] 

K(ψ )  hydraulic conductivity [L T–1] 

D(θ )  
soil-water diffusivity [L2 T–1]  

D =  K ∂ψ/∂θ   

D is also used in reference to linear CDEs 

θ'  
differential moisture capacity [L–1] 

θ'  =  ∂θ/∂ψ  

K'  ∂K/∂ψ [T-1 ]  

U  
Kirchhoff transform, or matric flux potential [L2 T–1] 

U = K dψ
−∞

ψ

∫ = D dθ
0

θ

∫  

q  soil-water flux in z-direction [L3 L–2 T–1] 

v  convective component of soil-water or solute flux [L T–1] 

Pe  
Péclet number [dimensionless]  

Pe =  v ∆z / D 

Co  
Courant number [dimensionless] 

Co =  v ∆t / ∆z  

Subscripts and superscripts:  

b  backward difference 

f  forward difference 

c  central difference 

i  initial value 

j  beginning of time-step for numerical solution 

j + 1  end of time-step 

0  soil surface 

m  lower boundary 

* dimensionless form of variable, except that Θ is used for the dimensionless 

form of θ 

‡  form of variable with soil-independent scaling (see section 4.9.4) 

s  the point at which soil becomes ‘saturated’, ψ = 0 

r  residual moisture, using simplification θ → θr as ψ → –∞ 
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Gardner derived a flow equation by substituting into (4.1) an expression for q developed for  

an ‘ideal’ soil. Gardner (1920) and Gardner and Widtsoe (1921) also clarified the meaning of 

Buckingham’s (1907) potentials (matric and total), giving Buckingham’s expressions for q the 

meaning: 

q = K 1 − ∂ψ
∂ z

  

 
  

  

 
  = K − D

∂θ
∂ z

 (4.2) 

Richards (1931) substituted the first form of (4.2) into (4.1) and used differential moisture  

capacity θ' = ∂θ/∂ψ, to obtain (in one-dimensional form) the flow equations: 

∂θ
∂ t

= − ∂
∂ z

K − K
∂ψ
∂ z

  

 
  

  

  
   (4.3) 

θ' ∂ψ
∂ t

= − ∂
∂ z

K − K ∂ψ
∂ z

  

 
  

  

  
   (4.4) 

These equations have great generality for describing non-hysteretic flow in soils, as the only 

constraint on soil properties proposed by Richards was that the hydraulic function ψ(θ) should be 

strictly monotonic. 

Richards used equation (4.4) with ψ as the sole dependent variable, to derive an analytical solu-

tion, but proposed that one was free to choose either θ or ψ as the dependent variable. Richards 

suggested that ‘mathematical expediency’ should be the criterion for choosing the dependent 

variable. In the case of θ, the flow equation is derived very simply by substituting the second form 

of (4.2) into (4.1), giving: 

∂θ
∂ t

= − ∂
∂ z

K − D ∂θ
∂ z

  

 
  

  

 
   (4.5) 

Equation (4.5) was used by Childs and Collis-George (1950) and solved numerically by Klute 

(1952). Equations (4.4) and (4.5) are both highly nonlinear, since K, θ' and D are normally highly 

nonlinear functions of ψ. 

Brutsaert (1971) extended the freedom to choose formulations as proposed by Richards, by solv-

ing (4.3), which has mixed dependent variables, using a finite difference technique. The use of a 

mixture of dependent variables means also that there is no fundamental distinction between de-

pendent variables and nonlinear soil hydraulic functions such as θ', K, and D. Brutsaert used 

coarse node spacings ∆z and ∆t for a fairly general case involving satiated and layered soils, and 

highly nonlinear soil properties. 
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Other forms of the flow equation have been investigated with a view to dealing with its nonlinear-

ity. Haverkamp et al. (1977) formulated the equation with Kirchhoff transform U as the sole 

dependent variable, giving: 

θ'
K

∂U
∂ t

= − ∂
∂ z

K − ∂U
∂ z

  

 
  

  

  
   (4.6) 

This linearises the diffusive term of the nonlinear convective-diffusive equation. However, the 

time derivative and the convective term –∂K/∂z in (4.6) remain highly nonlinear. In fact, lower 

numerical efficiency was found than when solving (4.4). Others, (e.g. Redinger et. al., 1984; 

Campbell, 1985), have applied the transform (Gardner, 1958) to just the diffusive term of (4.3), 

so that it becomes: 

∂θ
∂ t

= − ∂
∂ z

K − ∂U
∂ z

  

 
  

  

 
   (4.7) 

with linear diffusive term and temporal derivative. Ross (1990) and Ross and Bristow (1990), 

using a finite difference scheme, found that solving (4.7) increased computational speed by an 

order of magnitude over solving (4.3), for a test case, and more than a further order of magnitude 

over solving (4.4). However, linearising individual terms of the differential equation for soil-

water flow in no way changes the non-linearity of the soil functions or the flow problem. Because 

of this, and the success of Brutsaert (1971) in solving (4.3), it cannot be assumed that (4.7) will 

yield greater numerical efficiency than (4.3) for all rainfalls and the forms of the functions used in 

all soil hydraulic models. 

Formulation as a convective-diffusive equation (CDE) 

CDEs are generally used to model transport of solutes moving with liquids. For one-dimensional 

flows the form is: 

∂ C
∂ t

= −
∂
∂ z

vC − D
∂C
∂ z

  

 
  

  

  
   (4.8) 

where C is solute concentration and v fluid velocity. Equation (4.5) has this form with: θ interp-

reted as concentration of water in the soil by volume, diffusivity interpreted in the usual way, and 

velocity v interpreted as K/θ.  

Recognising that residual soil-water (ψ → –∞) is immobile, an appropriate refinement is the 

definition v = K / (θ – θr). This has two advantages. Firstly, the increase in velocity makes claims 
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later in this work conservative, regarding dominance of diffusion over convection in soil-water 

flows. Secondly, this definition is consistent with use of the dimensionless forms of K and θ, viz. 

K* and Θ, defined in Table 4.4 and used in various soil hydraulic models. The dimensionless 

Péclet and Courant numbers, Pe and Co, have been used widely to investigate the performance of 

numerical schemes for solving linear CDEs; the definitions are given earlier. Noye (1990) dis-

cussed various finite difference representations of a linear CDE, having four parameters: v, D, ∆z 

and ∆t. The equations were scaled in terms of two independent parameters using Co and a dimen-

sionless diffusion number, with Pe implicit. Numerical stability was unconditional for Co = 1 and 

Pe = 2 for a range of difference schemes. The parameter Co is the magnitude of v relative to the 

length and time scales ∆z and ∆t, with values >> 1 requiring specialised numerical techniques. Pe 

represents relative dominance of convective components of flux over diffusive components rela-

tive to the length scale. 

For soils and with dimensionless variables, which do not affect the meanings of these numbers 

(see Table 4.4), the definitions earlier yield: 

*z
*

Pe ∆
ψ∆

∆Θ
Θ
1

=  (4.9) 

*z
*t*K

Co ∆
∆

Θ
=  (4.10) 

It should be noted that effectively using a dimensionless form of (4.5) to formulate Pe and Co does 

not constrain the choice of form of Richards’ equation for numerical solution. 

Recent studies (El-Kadi and Ling, 1993; Huang et al., 1994) have considered Pe and Co, at least 

implicitly, in studying numerical solutions of the nonlinear CDE for soil-water flow. It was as-

sumed that at each point in space and time, Pe and Co criteria based on local soil-water content 

could be developed for infiltration into semi-infinite soil profiles. In the special case of a region 

with relatively uniform θ-values, criteria developed for linear CDEs could be expected to apply 

directly. 

We disagree with the last mentioned authors regarding the form of Richards’ equation that may be 

interpreted as a CDE. El-Kadi and Ling (1993) transformed (4.6) into a CDE with dependent 

variable U. Convective term v was defined using the incorrect assumption ∂/∂z (vU) = v ∂U/∂z. It 

appears that Richards’ equation cannot be formulated consistently as a mathematical CDE in U. 

Perhaps more importantly, it is inappropriate to formulate Pe and Co using mathematical convec-

tion and diffusion of an intensive (intensity or potential) variable such as U (El-Kadi and Ling, 

1993) or ψ (Huang et al., 1994), rather than extensive (content) variables like θ or Θ. Specifi-
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cally, intensive variables give no physical meaning to the concepts of convection and diffusion. 

Therefore they cannot yield direct insight into the relative roles of convection and diffusion of soil 

water content. Further, with such variables, we cannot meaningfully compare numerical perform-

ance criteria with those for linear CDEs.  

Finally, we pose the question as to whether Pe and Co values ever need to be high enough to cause 

numerical problems for rainfall infiltration, or other unconfined aquifer soil-water dynamics. For 

the traditionally difficult case of infiltration into extremely dry soil (ψ → –∞), we found essen-

tially zero values of Pe and Co as represented by the soil hydraulic models of Campbell (1974) and 

Broadbridge and White (1988). With these models, numerical infiltration should be extremely 

easy at the leading edge of the wetting front, as far as Pe and Co values are concerned, as the 

problem is completely diffusion-dominated. This situation is to be expected for any soil model 

that is physically realistic for very dry conditions, because water movement is primarily in the 

vapour phase, for which convection due to gravity is irrelevant.  

In the case of satiated soil, K* ≅  Θ ≅  1, so that Co = ∆t* /∆z*, permitting large node spacings. 

Further ∂Θ / ∂ψ* ≅  0, so Pe ≅  0; again the problem is nearly completely diffusion dominated if the 

soil hydraulic model is physically realistic. In this case Richards’ equation approximates a linear 

CDE, so that numerical convergence and stability are obtained very easily. For intermediate soil-

water contents, Philip (1993) justified the assumption of diffusion-dominated flow in deriving an 

approximate solution. 

4.9.3 Determinacy of solutions of the flow equation 

Performance of numerical solution techniques cannot be guaranteed unless solutions of both the 

differential and finite difference equations are always determinate, that is, exact and unique solu-

tions must exist under all conditions. Further, the finite difference equations must be solvable 

using practical techniques. In part, these requirements impose constraints on the forms of the soil 

hydraulic functions. We will examine the adequacy of Richards’ (1931) constraint that ψ(θ) is 

strictly monotonic. 

Existence of solutions in very dry soil 

Philip (1957b) recognised that vapour diffusion makes D finite in extremely dry soil, but pro-

posed the simplification that D = K∂ ψ/∂ θ → 0 as ψ → –∞, in developing quasi-analytical solu-

tions. Philip (1992) and Philip and Knight (1991) obtained analytical solutions using the same 

simplification for cases where D(θ) and ∂K/∂θ were represented by power law functions. Exact 

solutions of the flow equation exist for D = 0 with arbitrary ‘well behaved’ soil functions, for 
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prescribed flux boundary conditions. Zero D makes gradients ∂θ /∂z ,∂θ /∂t , ∂D/∂z , etc, infi-

nite. The solution has these physically implausible properties at the soil surface, for an infinitesi-

mal value of t, and over an infinitesimal region at the leading edge of the wetting front for all 

finite t. 

Because these singular regions are infinitesimal, analytical solutions are determinate, but prob-

lems arise in finding numerical solutions. Firstly, solutions of the finite difference equations do 

not exist, in general, if the initial estimate of Θ is zero at any space node. Numerical difficulty 

must be expected when this condition is approached closely. Secondly, it is impractical to change 

the modelled region continually to avoid dry regions. Thirdly, if strategies are devised to obtain 

solutions for specific numerical schemes, no finite degree of reduction of depth node spacing ∆z 

can cause numerical solutions to converge toward exact solutions. Finally, the infinite gradients in 

the singular regions will be approximated in finite difference solutions by very large gradients. 

These, combined with finite fluxes, may cause the numerical problems normally associated with  

convection-dominated flows. 

Richards’ (1931) requirement, that ψ(θ) should be strictly monotonic, is sufficient to prevent 

∂ψ/∂θ from becoming infinite at finite values of ψ. This is physically reasonable, and assures non-

zero values of ∂θ/∂ψ as required, for example, by Newton–Raphson numerical solution schemes 

(see section 4.9.6). However, for numerical schemes a weak additional constraint should be 

imposed on K or D, so that D = K∂ψ/∂θ remains finite; this requirement is met by the hydraulic 

model of Broadbridge and White (1988). 

Widely used soil models such as those of Campbell (1974) and van Genuchten (1980) do not meet 

this requirement. For water balance modelling purposes the formulation of D in dry soils is irrele-

vant, as the quantities of water that may be distributed inaccurately by a solution are very small. 

However, numerical models require strategies for coping with zero D, otherwise numerical per-

formance cannot be guaranteed. 

Uniqueness of solutions in satiated soils 

In satiated soils, Richards’ (1931) requirement of strictly monotonic ψ(θ) yields unique solutions. 

This is because ∂θ/∂ψ remains non-zero, in keeping with air entrapment and compression in 

‘saturated’ soils. This ensures that D remains finite, regardless of whether ∂K/∂ψ is assumed to be 

small, or zero in accordance with common practice. A unique exact solution of (4.5) therefore 

exists. 

Most soil hydraulic models set ∂θ/∂ψ = 0 in the satiated range of ψ. This range may be ψ = 0, or 

ψ = ψa, where ψa (negative) is the ‘air-entry’ potential. A moisture characteristic, ψ(θ), for the 
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latter case is shown in Fig. 4.2, for the soil model of Campbell (1974). For this model ∂θ/∂ψ = 0 

in the satiated range makes D infinite. A very high D does not pose numerical problems, but 

infinite D makes the solution indeterminate, and numerical problems may arise. These problems 

may be overcome by extending ψ(θ) monotonically through the satiated range. This is very sim-

ple for the model of Broadbridge and White (1988), as ∂θ/∂ψ is finite at ψ = 0. This condition 

does not hold for most other models, so that additional parameters may be needed. 

The problem of determinacy in satiated soil has been partly addressed previously. It has been 

recognised (e.g. Philip 1958; Haverkamp et al., 1977) that the usual practice of setting ∂θ/∂ψ = 0 

in satiated soil makes the fluxes on the right hand side of (4.5) indeterminate. The proposed 

solution was to solve only (4.4). However, in (4.3) and (4.7) the fluxes are equally indeterminate 

with this assumption, although other workers (e.g. Brutsaert, 1971; Ross and Bristow, 1990) have 

solved these equations for satiated soil.  

Nevertheless, the time course of solutions may be indeterminate. This can be illustrated by con-

sidering the redistribution of water in a soil profile with depth less than –ψa and an impermeable 

lower boundary. When the whole system is satiated, the spatially uniform zero flux and the varia-

tion of ψ with depth are determinate. But because we also have ∂θ/∂t = 0, there is no way for a 

solution of the flow equation to determine actual values of ψ, or changes with time. In this situa-

tion the depth of the watertable (ψ = 0) may assume any value within the soil profile.  

We investigated this case numerically for the Campbell soil model using the computer code 

provided by Ross and Bristow (P. J. Ross, personal communication, 1991). Fig. 4.3 shows simu-

lated ‘watertable’ depth, expressed as z/(–ψa), after one day’s redistribution following a spatially 

uniform initial condition ψ = ψa. Each point represents a simulation with the soil profile discre-

tised into the given number of depth nodes. The ‘watertable’ depth is chaotic, ranging over the 

whole soil depth. The gaps represent convergence failures, which are mostly associated with 

decimal values of ∆z that have exact binary representations (e.g. 0.25). This is because, when the 

soil profile is full, the indeterminate problem posed by the differential equation, when using the 

Campbell soil model, requires solution of a mathematically singular matrix in the numerical 

scheme. Where the convergence occurred, computational round-off error obscured the singularity 

of the matrix. 

This example was, of course, carefully chosen to demonstrate numerical failure. Two points must 

be stressed here. Firstly, this situation is likely to be encountered frequently by soil-water dynam-

ics models used in a routine way; the soil profile or a soil layer will often be filled. Secondly, the 

overall numerical strategy of Ross and Bristow is very efficient, and indeterminacy arises from 

the properties of the soil hydraulic functions used. 
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Fig. 4.2 : Example of a moisture charac-

teristic, using the soil hydraulic model 

of Campbell (1974), showing ∂∂∂∂θθθθ/∂∂∂∂ψψψψ=0 

for ψψψψ≥≥≥≥ψψψψa, where ψψψψa is the air-entry 

potential. 

 

Fig. 4.3: Simulated watertable depths in 

‘tension-saturated’ soil, plotted against the 

number of depth nodes into which a soil 

with depth –ψψψψa was discretised, using the 

Campbell soil hydraulic model. Gaps repre-

sent convergence failures. 

 

There are precedents for adapting soil hydraulic models for finite ∂θ/∂ψ in the satiated ψ-range. 

For example, Paniconi et al. (1991) used such a modification of the van Genuchten soil model, to 

prevent Richards’ equation from becoming elliptical in multidimensional cases, and to overcome 

numerical problems found with two of the six numerical schemes they investigated for one-

dimensional infiltration. We propose general use of this strategy, to permit guaranteeing numeri-

cal performance without imposing unnecessary constraints on the choice of numerical scheme. 

4.9.4 Soil hydraulic model and analytical solutions 

Broadbridge–White Soil Hydraulic Model 

The model represents soil-water content up to the point of soil satiation (i.e. for ψ ≤ 0). It encom-

passes a realistic range of moisture characteristics and K(ψ), and is conceptually simple with 

physically identifiable parameters. There are five parameters: 
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θ s  volumetric soil-water content at satiation 

θ r  residual soil-water content (ψ → –∞) we write ∆θ = θs– θr 

Ks  K(θs) = K(ψ=0 ), satiated hydraulic conductivity 

Kr = K(θr), is normally assumed to be zero 

λc  macroscopic capillary length scale, a scaling length for space and soil moisture potential [L] 

C  a soil structure parameter, describing the degree of nonlinearity of the soil properties, and 

related to the slope of ψ(θ) as θ → θs. As C → ∞ the soil is weakly nonlinear, as C → 1 

the soil is highly nonlinear. 

The first four parameters can be measured in the field or laboratory (White and Broadbridge, 

1988). The parameter λc arises in many different contexts in soil-water flow (see e.g. Raats and 

Gardner, 1971; White and Sully, 1987). It is inversely proportional to a flow-weighted mean pore 

size and is also related to the matric flux potential, U. It is an appropriate scaling quantity for 

matric potential and for distance. The parameter C is related to the slope of the moisture charac-

teristic at satiation. That is, it is related to the size distribution of the larger pores. The parameters 

θs, θr, Ks and λc are factors used to scale the fundamental variables θ, ψ, K into dimensionless 

variables Θ, Ψ*, K*. This yields linear scaling of all other hydraulic variables, flux (e.g. rainfall 

rate), space and time. The dimensionless variables are given in Table 4.4, with their relation to 

familiar dimensioned parameters, and the corresponding functional dependence assumed by the 

model, where appropriate. As well, the non-dimensional flux and rainfall are also shown. 

 

 

 

Fig. 4.4: Dimensionless moisture  

characteristics used in the BW soil  

hydraulic model, parameterized by  

the single soil parameter C. 
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Dimensionless functions assist in visualising the relationships between the hydraulic properties of 

all soils having the same nonlinearity. Dimensionless soil functions, and solutions of the flow 

equation, for a particular value of C are applicable to all soils with that value of C but possessing 

different Ks, λc, θs and θr. Fig. 4.4 shows dimensionless moisture characteristics, ψ*(Θ), for 

selected values of C; the family of curves may be scaled to all soils represented by the model. 

Table 4.4: Dimensionless variables for scaling BW soil hydraulic model 

Scaling of Variable Function 

Θ =
θ −θr

θs − θr

 
 

ψ* =
ψ
λ c

 ψ* = 1 −
1
Θ

−
1
C

ln
C − Θ
C − 1( )Θ  

K* =
K
Ks

 K* = Θ2 C − 1
C − Θ

 

D* =
D tc

λ c
2  D* = C C − 1( )

C −Θ( )2  

U* =
U

Ks λ c

 U* = Θ
C − 1
C −Θ

=
K *
Θ

 

∂Θ
∂ψ *

=
∂θ
∂ψ

λc

∆θ
 

∂Θ
∂ψ *

= Θ 2 C −Θ
C

 

∂ K *
∂ψ *
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Ks
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z
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R* =
R
Ks

 
 

q* =
q
Ks

 
 

v* =
v∆θ
Ks

 v* = K *
Θ

= U *  

 Pe =
Θ C −Θ( )

C
∆z *  

 
Co =

Θ C − 1( )
C −Θ

∆t *
∆z*

= U *
∆t *
∆z *
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Note that C is the only parameter in the model, and variables are functions of dimensionless water 

content Θ only. The functions are suitable for most practical modelling applications, providing 

reasonable approximations to known soil properties, along with a comprehensive range of non-

linearity of soil behaviour. 

To assist in relating the model to actual soils, we consider surface soils having two values of the 

soil structure parameter, C = 1.02 and C = 1.5. These values correspond to approximately the 

range found in the field (White and Broadbridge, 1988). The first soil is a rather unstructured 

sand, with highly nonlinear moisture characteristic: C = 1.02, θs = 0.4, θr = 0.05, Ks = 2.0 m d–1,  

λc = 0.3 m, and tc= λc∆θ / Ks = 0.052 d. The second, a structured surface soil, with weakly non-

linear moisture characteristic, is represented by: C = 1.5, θs = 0.5, θr = 0.1, Ks = 1.0 m d–1,  

λc = 0.1 m, and tc = 0.04 d. A final example is a clay subsoil. Because of its fine texture, variabil-

ity of soil particles yields a high value of the structure parameter, C = 2.0, in spite of the absence 

of macropores, and also a high length/potential scale parameter, λc = 2.0 m, and low hydraulic 

conductivity scale parameter, Ks = 0.01 m d–1. With soil-water content scaled by θs = 0.4 and 

θr = 0.15, the time scale becomes tc = 50 d.  

Functional forms of Pe and Co given in Table 4.4 were derived by substituting soil model func-

tions into (4.9) and (4.10). Co ≤ Θ ∆t*/∆z* for all Θ ≤ 1, so that the condition Co ≤ 1 is always met 

if ∆z* > ∆t*. Pe ≤ Θ ∆z* for all Θ ≤ 1, so that the condition Pe ≤ 2 is always met if ∆z* ≤ 2. Trans-

lating these criteria to dimensioned variables, we have ∆z ≤ 2 λc with ∆t ≤ 2 tc. Referring back to 

the three soil examples, we see that direct application of Pe and Co criteria for linear CDEs to soil-

water flows would permit unusually large node spacings, that is, ∆z at least a large fraction of a 

metre with ∆t over 1 hour, for numerical stability, even for the surface soils. 

Numerical solutions remain determinate as Θ → 0, as D* has the small but finite value (C–1)/C. 

As Θ → 1, D* approaches the large but finite value C/(C–1). To retain determinacy for ψ → 0, it 

is necessary to extend Θ(ψ), D(ψ) and K(ψ) monotonically from ψ = 0. Two things follow from 

the BW soil model’s feature that ∂θ/∂ψ is finite for ψ = 0. It allows monotonicity to be achieved 

very simply, without modification within the model’s original unsatiated range. However, it also 

makes monotonicity mandatory, because if ∂θ/∂ψ = 0 for ψ > 0, numerical convergence is nor-

mally unobtainable, whereas when ∂θ/∂ψ = 0 for ψ > ψa, convergence is obtained in many cases. 

In this work, dimensionless numerical simulations will solve a dimensionless form of (4.7): 

∂Θ
∂ t *

= − ∂
∂ z*

K * − ∂ U *
∂ z *

  

 
  

  

 
   (4.11) 
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Scaling the soil model and flow equation across all soils 

Broadbridge and White (1988) pointed out that further scaling of their model made variables and 

solutions of the flow equation independent of C, that is, scaling could be performed across all 

soils represented by the model. This is achieved by using Θ/C, Cψ* and K*/(4C(C–1)), to trans-

form soil-water content, potential and hydraulic conductivity, respectively, to ‘universally scaled’ 

variables, which we shall represent by the superscript ‘‡’. 

Table 4.5 shows the universally scaled functions, variables and fluxes, analogous to Table 4.4. 

The functions, which represent all soils, involve no parameters. All the information in Table 4.4 is 

embodied here, however, apart from an arbitrary constant in the expression for ψ ‡. To scale 

functions to a particular soil, we require the condition Θ ‡ = 1/C, so that the model is still used 

only up to the point of satiation. For satiated cases, it is not feasible to scale across all soils, al-

though the quasi-linearity of satiated soil hydraulics makes this case simple numerically. 

Comparing the forms of Pe and Co with those of Table 4.4, we see that for given dimensioned 

parameter values, these numbers are not changed by the further scaling. However since the form 

of Pe in Table 4.5 is independent of C, we can avoid the global inequality used earlier. Then the 

condition Pe ≤ 2 yields a less conservative upper limit for ∆z, viz. 8 λc/C. 

Table 4.5: Universal dimensionless variables for scaling BW soil hydraulic model 

Universal Function Universal Function 

Θ ‡ =
Θ
C

 ψ ‡ = ψ * C  

m = 4C C − 1( ) K‡ =
K *
m

 

D‡ = D*
C2

m
 U‡ = U *

C
m

 

∂Θ ‡

∂ψ ‡ =
∂Θ
∂ψ *

1
C

 
∂ K‡

∂ψ ‡ =
∂K

∂ψ *
1

C m
 

z‡ = z* C  τ = t * m  

ρ = R *
m

 q‡ = q *
m

 

Pe
‡ = Θ‡ 1 −Θ‡( )∆z‡

 Co
‡ =

Θ‡

4 1−Θ ‡( )
∆τ
∆z ‡  



96 

  

The universally scaled hydraulic functions are even more powerful than those of the original form 

of the soil model, for expressing physical relationships between cases. They meet our requirement 

for a tool for comprehensively investigating and predicting numerical performance. In terms of 

the universally scaled variables, flow equation (4.7) becomes: 

∂Θ ‡

∂ τ
= −

∂
∂ z‡ K ‡ −

∂ U ‡

∂ z‡

  

 
  

  

  
   (4.12) 

Analytical solutions 

For comparison with numerical solutions we consider analytical solutions for constant vertical 

flux into semi-infinite and finite depth columns of uniform soil, with both zero and finite initial 

soil-water content, whose hydraulic properties are described by the BW model. The dimensionless 

analytical solutions corresponding to the original form of the soil model for constant flux infil-

tration up to the point of surface satiation are: 

Θ
C

= 1− 1
2ρ + 1 − ∂u ∂ζ( ) u

 (4.13) 

C z* = ρ ρ + 1( )τ + 2ρ + 1( )ζ − lnu  (4.14) 

where u is a function of initial and boundary conditions and is given in Appendix B. It can be seen 

from the structure of (4.13) and (4.14) that these solutions may be transformed to universally 

scaled exact solutions of the flow equation, using the universally scaled variables Θ/C, Cz* and ρ. 

For a semi-infinite profile with zero initial soil-water content, u is a function of ζ, τ and ρ, which 

are space, time and rainfall variables resulting from transformations that linearise the flow equa-

tion (Broadbridge and White, 1988). For a finite-depth profile with zero initial soil-water content, 

u = u(ζ,τ,ρ,C l*), where l* = l / λc is the dimensionless depth of the soil profile (Broadbridge et 

al., 1988). For finite initial soil-water content Θi, in either semi-infinite or finite depth soils, u 

becomes a function of Θi also (Broadbridge, 1990). Expressions for u and ∂u/∂ζ for these cases 

are presented in Appendix B. Numerical problems can be encountered in computing the analytical 

solutions. Precautions to ensure the accuracy of analytical solutions presented in this paper are 

explained in Appendix B. 

Universal scaling does not depend on the existence of analytical solutions. The latter are used 

because of the soil model’s considerable degree of realism (White and Broadbridge, 1988), and to 

illustrate the accuracy obtainable with universally scaled numerical solutions with large practical 

node spacing. Universal scaling may not depend on the particular functional forms of the BW soil 
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model. However, it is desirable for any future approach to universal scaling to ensure determinacy 

of solutions of Richards’ equation, and to address the question of diffusion-dominance of soil-

water flow. 

4.9.5  Exact mass balance in finite difference solutions 

The immediate aim of this work is to show that an approach to soil hydraulic modelling, which 

gives determinacy and scaling of solutions, achieves the completely predictable numerical per-

formance required for routine use in practical models. Predictability could be demonstrated using 

any numerical scheme, using in particular, any form of the flow equation. However, we propose 

to demonstrate predictable performance using the numerical advantages of exactly mass-

conserving schemes. 

It must be stressed that all forms of the differential equation are analytically equivalent, and 

incorporate the mass conservation of (4.1), so that exact solutions must balance mass exactly. We 

are concerned here with retaining this feature in spite of the approximations involved in using 

finite difference solution techniques. We do not distinguish in this context between ‘finite differ-

ence’ and ‘finite element’ methods for devising the finite difference representation of the differen-

tial flow equation. 

In practical modelling applications mass should be conserved accurately, even when there are low 

accuracy requirements for determining soil-water distribution. Further, for more demanding 

applications, exact global mass balance necessarily imposes constraints on errors. In particular, 

this constrains propagation of the substantial errors that necessarily occur shortly after infiltration 

begins, if using relatively large uniform ∆z and ∆t. Likewise, numerical instabilities are con-

strained. 

Philip (1957a) proposed exact global mass balance to constrain errors in quasi-analytical solu-

tions, using the divergence theorem of vector calculus. This theorem says that the surface integral 

of flux of into a region across its boundaries, equals the volume integral of the rate of increase in 

content over the region, provided that it contains no sources or sinks. Exact mass balance has been 

long used in finite difference solutions in fluid mechanics (see e.g. Roache, 1976), by generalising 

the divergence theorem to arbitrary finite space and time steps.  

Exact mass balance has been reported also in finite difference solutions of Richards’ equation or 

the related nonlinear diffusive equation for horizontal soil-water flow (see e.g. Hornung and 

Messing, 1981; Ross, 1990; Celia et al., 1990). In these works two fundamental requirements are 

clear, (a) the flow equation must be a form using ∂θ/∂t as the temporal derivative, for example, 

equations (4.3), (4.5) and (4.7), and (b) exact mass accounting requires linear interpolation of θ 
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between space nodes, i.e. trapezoidal integration of mass. Further, this result may be obtained for 

all boundary conditions, as recognised by Celia et al. (1990), and demonstrated in the computer 

code of Ross and Bristow (P. J. Ross, personal communication).  

We now set out precise requirements for mass-conservative finite differencing, using the short-

hand notation of a finite difference representation of continuity equation (4.1). It is important not 

to impose any unnecessary constraints on the choice of numerical scheme. 

Equation (4.1) in finite difference form is, at an internal depth node: 

Fi = α qi +0.5
j +1 − qi −0.5

j + 1( )+ 1 −α( ) qi +0.5
j − qi− 0.5

j( )+ ei = 0  (4.15) 

with ei = θi
j+ 1 −θi

j( )∆zc i / ∆tfj          (4.16) 

Here qi+0.5 is soil-water flux at the midpoint between depth nodes i and i+1, ∆zci = (∆zfi+∆zfi–1)/2, 

∆tfj is size of the time-step beginning at time j, and α is the temporal weighting of the spatial 

differential. At the upper and lower boundaries, we use simple non-centred differences in space 

over the top and bottom half node spacings. The difference equations at the upper and lower 

boundaries are respectively: 

F0 = α q0.5
j + 1 − q0

j + 1( )+ 1 −α( ) q0.5
j − q0

j( )+ e0 = 0  (4.17) 

Fm = α qm
j + 1 − qm − 0.5

j +1( )+ 1 −α( ) qm
j − qm −0.5

j( )+ em = 0  (4.18) 

where the boundary e-values are calculated using ∆z0 = ∆zf0 /2 and ∆zm = ∆zbm/2 = ∆zfm–1/2. Sum-

ming Fi over all depth nodes, all internal q’s cancel, leaving boundary fluxes. Multiplying by ∆t 

and rearranging, we have: 

F ∆ t = ∆t αqm
j +1 + 1− α( )qm

j( )
i =0

m

∑ − ∆ t αq0
j + 1 + 1 −α( )q0

j( )+

θi+ 1
j + 1 +θi

j + 1( )∆ z fi / 2 −
i=0

m − 1

∑ θi +1
j +θi

j( )∆ z fi / 2
i =0

m −1

∑ = 0
 (4.19) 

The four terms on the right hand side of (4.19) for a single time-step are, in order: cumulative flux 

of water at the lower boundary; cumulative flux at the upper boundary; final soil-water content in 

the profile; and initial soil-water content in the profile. Equation (4.19) expresses mass balance 

over the time-step ∆t, provided that soil-water content in the profile is obtained by trapezoidal 

integration of θ. Also, when fluxes vary in time, the cumulative boundary fluxes are computed by 

integration of q using the same temporal weighting as in the difference equation. 
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If mass balances exactly over one time-step, it also balances exactly over an arbitrary number of 

time-steps. Summing (4.19) over N time-steps from j = 0 to j = N, and cancelling profile contents 

at intermediate times, we obtain the corresponding exact mass balance for the duration of a simu-

lation: 
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     (4.20) 

The above result holds, irrespective of whether boundary fluxes are prescribed in advance, or are 

determined by gravity drainage with ∂ψ/∂z = 0 at the lower boundary. It also holds for potential 

boundary conditions, since (4.17) and (4.18) still contribute to mass balance, although they are no 

longer used in obtaining the solution. 

Potential boundary conditions, however, do cause two complications. For a prescribed condition 

at the surface, the first complication is that in order to preserve mass balance, it is necessary to set 

q0=q0.5, at time j or j+1. This is because fixed surface potential ψ0 sets e0 = 0 in (4.17). While this 

may be intuitively unsatisfying, the cost of a more sophisticated relationship between q0 and q0.5 is 

a loss of mass balance. The second complication is that, in general, there is a transient contradic-

tion between a given moisture profile at time j and a potential boundary condition introduced at 

the same time. Imposing ψ0 entails an instantaneous change in θ0, and requires a corresponding 

change in profile moisture content of 0.5 (θ0,new – θ0,old) ∆zf0, for exact mass accounting. 

The cancellation of all internal fluxes and intermediate profile soil-water contents, implicit in 

(4.20), achieves exact mass balance for a wide range of situations. The first is arbitrary spatial 

arrangement of depth nodes and arbitrary variation of time node spacing. The second is any 

method of estimating midpoint hydraulic conductivity (e.g. arithmetic, geometric or harmonic 

mean). The third is any representation of θ, for example, in terms of θ, ψ or U. The fourth condi-

tion is arbitrary spatial and temporal variation in the formulation of q. Even completely arbitrary 

internal fluxes must cancel, provided only that flux at a given point in space and time is the same 

for the two times it is computed.  

The generality of (4.20) may be extended further, to spatial weighting of temporal differentials, 

provided that precisely the sum of the e-values of (4.16) is distributed among all the depth nodes. 

For example, the Douglas finite difference scheme (e.g. Mitchell, 1969) meets this condition. 

There are constraints on direct use of finite element techniques in mass-conservative schemes. For 

example, a finite element scheme with piecewise linear basis functions and a consistent time 
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matrix, which was investigated by Celia et al. (1990), does not conserve mass exactly for spatially 

variable ∆z, although this is nearly the same as the Douglas finite difference scheme. Also, direct 

use of finite element techniques with higher-order differencing in space is inconsistent with the 

requirement for linear spatial interpolation of θ for mass accounting. If this requirement is met, 

higher-order finite difference equations, which have been used in pursuit of more accurate solu-

tions (e.g. Chaudhari, 1971; Bresler, 1973), will conserve mass. 

Mass will not be conserved for flux boundary conditions if the flux is represented in finite differ-

ence form, instead of simply being prescribed (see e.g. Whisler and Klute, 1967; Haverkamp and 

Vauclin, 1981; Wallach and Shabtai, 1992). A finite difference representation of surface flux q0, 

involves setting up unknown potential ψ–1 at a conceptual node just outside the boundary, ex-

pressing q0 in terms of central differences at i = 0, and using the prescribed value of θ0 to elimi-

nate ψ–1. This causes mass balance error in two ways, when the Fi are summed. Firstly, e0 in 

equation (4.17) uses double the correct ∆z value, so that spurious soil-water outside the boundary 

is included in the summation. Secondly, the flux not cancelled by the summation is θ–0.5 instead of 

the boundary flux θ0. 

In this work we have found that this treatment of the boundary flux imposed very severe ∆z and 

∆t constraints in numerical solutions of (4.4) for any reasonable mass balance. It required, for 

example, ∆z0 << 1 mm, to achieve cumulative surface flux errors in mass balance of 1 part in 100 

for rainfall and 1 part in 5 for evaporation. 

The final requirement for mass conservation is a mass-conserving criterion for convergence of the 

solution at the end of each time-step. This criterion is the convergence of the vector [Fi] to nearly 

zero (Ross, 1990). With a complete mass-conservative numerical scheme, mass accounting re-

quires only trivial computational effort. The change in global mass balance over the time-step is 

simply the sum of Fi over all depth nodes. If a potential boundary condition has been introduced 

at the beginning of the current time-step, then the correction described above must be used as 

well. 

In this work, we use a convergence criterion of | Fi | < 10–10, and mass balance errors in cumula-

tive infiltration are less than one part in 1011 for all simulations reported. 

4.9.6 Numerical scheme 

Choosing the numerical scheme 

A flow problem that is generally regarded as numerically difficult is high-rate infiltration into 

very dry soil. Depending on choice of numerical scheme and soil hydraulic functions, computa-
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tional effort for a single infiltration event of this type may range from hundreds of seconds on a 

highly configured supercomputer (e.g. Paniconi et al., 1991), to a few seconds on a personal 

computer (IBM PC-AT) having low performance by current standards (e.g. Ross, 1990).  

We seek a numerical strategy that is known to be computationally efficient and conserves mass 

exactly, and this will be used with the hydraulic functions that permit guaranteed numerical 

performance. A literature search suggested the following features: use of (4.7) as the form of the 

flow equation, the simple finite differencing described in section 4.9.5, a Newton–Raphson itera-

tive scheme for solving the finite difference equations, and the simplest possible initial estimate of 

the solution for the current time-step, viz. the solution for the previous time-step. We note that all 

these features are to be found in the work of Ross and Bristow (1990). Our numerical solutions of 

(4.3), (4.4) and (4.7), including comparisons of Newton–Raphson and Picard solution schemes 

and comparisons of the BW and Campbell soil models, confirmed this choice as appropriate for 

the range of infiltration events studied. However, we found advantages in changing some details 

of the numerical strategy of Ross and Bristow. 

We found some convergence problems with the computer code of Ross and Bristow (1990), 

occurring unexpectedly within parameter ranges that generally seemed reliable. For example, for 

infiltration into their ‘sand’ with initial condition ψ = –351 m, and node spacing ∆z = 0.0625 m 

and ∆t = 0.015625 d, the procedure converged for rainfall R = 0.239 m d–1and R = 0.241 m d–1, 

but not for R = 0.240 m d–1. A previously successful case for R = 0.23 m d–1 failed if either ∆z or 

∆t was halved. In such cases we found that the iterative procedure for one time-step failed after 

estimated ψ approached –∞ at a depth node just below the wetting front. The problem was recti-

fied, for the cases we found, by modifying the authors’ constraints on the magnitude of ∆ψ be-

tween iterations. Their constraint, limiting positive changes to estimated ψ-values over most of 

the negative range, was changed to a bi-directional version applied to all ψ-values, combined with 

absolute upper and lower limits. Thus we use |∆ψ | ≤ 0.8 |ψ | + k, and ψ min ≤ ψ ≤ ψmax, where k is 

a constant, ψmin is at the negative end of a table of hydraulic properties, and ψmax is computed 

assuming less than 1 m depth of surface ponding. None of the values of constants in this con-

straint are critical, using either soil model. 

We found that a further modification of the numerical scheme of Ross and Bristow, to use geo-

metric mean hydraulic conductivity instead of their arithmetic mean, increased the upper limit of 

∆z for numerical convergence and stability (using the Campbell soil model). With this change, 

equations (4.15) to (4.18) yield a complete difference scheme using: 

qk+0.5
l = Kk+0.5

l −
Uk +1

l − Uk
l

∆zck

 (4.21) 
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Kk +0.5
l = Kk

l Kk+1
l  (4.22) 

where k is depth i or i+1, and l is time j or j+1. 

The geometric mean causes some numerical sharpening of the wetting front (Warrick, 1991; Li, 

1993) with any soil model, and partially compensates for numerical diffusion caused by using a 

‘fully implicit’ or backward difference scheme (α = 1) when using large time-steps. 

Our final change to the details of the numerical strategy of Ross and Bristow was to evaluate soil 

hydraulic functions using lookup tables. This increased the efficiency of computing the required 

soil hydraulic properties from vector [ψ], the estimate of the solution computed during the previ-

ous iteration. High-resolution tables of all functions are linked, with exponential spacing of  

ψ-values. Thus for each element of [ψ], a simple calculation is used instead of a search to deter-

mine position on the table, and another simple calculation determines an interpolation factor used 

to evaluate all other soil hydraulic properties for the precise ψ-value. Use of tables, with 300 

points in the range ψa ≥ ψ ≥ –1000 m required about 1 more iteration per time-step, but achieved 

faster computation per iteration. Overall computation was slightly faster, even with the very 

simple functions of the Campbell soil hydraulic model.  

There is necessarily a slope discontinuity for each variable at every point on a lookup table used 

with linear interpolation. Numerical problems associated with ∂θ/∂ψ = 0 are commonly attributed 

to slope discontinuities (e.g. Ross and Bristow, 1990). But these, per se, cause no difficulties for 

Newton–Raphson solution schemes or for the numerical procedure as a whole. Discontinuous 

functions, non-monotonic functions, and zero slopes, however, will all cause numerical failures. 

There is no speed penalty in tabulating the slightly more complicated functions and derivatives of 

the BW soil model to achieve determinacy and scaling, as computational speed is independent of 

the forms of the hydraulic functions. Further, use of tables makes the algorithm for solving the 

flow equation independent of the soil model, making comparison of soil models particularly easy. 

For the purposes of this work, there is no time-step control during a simulation, so that if conver-

gence fails, the procedure stops. The only control on the solution procedure, the above mentioned 

∆ψ constraint, remains unchanged for all simulations. The numerical scheme described above will 

be used with two temporal weightings of the spatial differential, α = 0.5 and 1.0, to determine the 

parameter space for numerical convergence and stability for Crank–Nicolson and backward 

difference schemes, respectively. 
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Alternative iterative schemes for solving the finite difference equation 

We recognise that our choices of various numerical features, including the Newton–Raphson 

iterative scheme, are by no means absolute, being based on spot checks of performance. The 

scheme of Ross and Bristow is undoubtedly near the fast end of the computational speed spec-

trum. This appears to be due largely to three factors: exact mass conservation, reduction of the 

consequences of indeterminacy of solutions in very dry soil due to solving (4.7), and using a 

Newton–Raphson scheme to permit direct solution of forms of the flow equation having mixed 

dependent variables. However, the numerical scheme of Celia at al. (1990), with a modified 

Picard solution scheme, also conserves mass exactly. At present there appear to be no direct 

performance comparisons with schemes related to that of Ross and Bristow (1990). We therefore 

consider the differences between these solution schemes. 

The Picard solution scheme may be used to directly solve forms of the flow equation using a 

single dependent variable. Thus to solve (4.4) for [ψ], terms in Fi are rearranged so that the set of 

equations becomes the matrix equation: 

[ ] [ ] [ ]bA j =+1ψ  (4.23) 

where the vector [ψj+1] represents potentials at the end of the current time-step, the vector [b] 

incorporates all terms involving the beginning of the time-step, time j, and element Ai
k in matrix 

[A] is the coefficient of ψk
j+1 in row i. 

The Newton–Raphson solution scheme may be used to solve directly any form of the flow equa-

tion. The matrix equation is: 

[ ] [ ]ψ∆
ψ∂
∂












=− +1j

F
F  (4.24) 

where [∂F/∂ψj+1] is a tridiagonal matrix of the derivatives of (4.15) – (4.18) with respect to ψ 

(sometimes referred to as a Jacobian matrix), and vector [∆ψ] yields a correction to the existing 

estimate of [ψj+1]. 

The complete algorithm has nearly identical structure with either Picard or Newton–Raphson 

solution scheme. Firstly, matrix [A] is tridiagonal, and is solved very rapidly and accurately using 

the Thomas algorithm (e.g. Press et al., 1986). Secondly, the matrix equation is solved iteratively, 

each time using the previous estimate of [ψj+1]. 

Apart from the algorithm, major differences do exist between these schemes. The conceptual 

difference is that the Newton–Raphson scheme applies directly to all forms of the flow equation. 

Further, Paniconi et al. (1991) showed that the Newton–Raphson scheme converged more 
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quickly, and over a wider ∆t range, yielding slightly faster computation for infiltration into rela-

tively dry soil. They argued that the Newton–Raphson scheme is more difficult to implement, on 

the grounds of greater complexity. But we found that despite having slightly more complex alge-

bra, individual matrix and vector elements are mathematically and physically more intelligible. 

Because of this, and the ease of determining whether errors are in the vector or the matrix, we 

found that it was easier to implement the Newton–Raphson scheme. 

Various workers have investigated or used modified Picard schemes (e.g. Huyakorn et al., 1984; 

Milly, 1985; Celia et al., 1990; Kirkland et al., 1992) or modified Newton–Raphson schemes 

(Cooley, 1983; Huyakorn et al., 1984; Allen and Murphy, 1985, 1986; Li, 1993). In each case, a 

scheme for solving (4.4) was modified to obtain indirect solutions of (4.3), which has mixed 

dependent variables. In each case the concept is to split a finite difference representation of the 

temporal derivative of (4.4) into two parts. The major part is approximated, during each iteration, 

by directly using ∆θ/∆t from the immediately preceding iteration. The difference between these 

two iterations is used in the procedure for solving for [ψ], the vector comprising matric potentials 

at all depth nodes.  

Both modified schemes are significantly more complex than Brutsaert’s (1971) direct Newton–

Raphson solution of (4.3). The above-mentioned works indicate the need for very small ∆t values 

near the start of a simulation, whereas Brutsaert (1971) and Ross (1990) used relatively large 

fixed time-steps. Huyakorn et al. (1984) found that a modified Picard scheme converged much 

more slowly, and over a smaller range of conditions, compared with a modified Newton–Raphson 

scheme. These facts suggest that modified Picard schemes, which are becoming well known, are 

less efficient than modified Newton–Raphson schemes, and that both are considerably less effi-

cient than direct solution of (4.3). 

Having said this, it seems that Celia et al. (1990) are unnecessarily conservative, claiming only 

that their modified Picard scheme is not slower than the traditional Picard solution of (4.4). Their 

explanation of matching ∆t constraints seems to be applicable only to a single time-step, with 

matching initial conditions. By contrast, Huyakorn et al. (1984) found modifications were re-

quired to improve the numerical efficiency of Picard schemes. 

In the absence of direct performance comparisons, we shall assume that the efficiency of the 

modified schemes is intermediate between that of direct solutions of (4.3) and (4.4).  

4.9.7 Scaled solutions 

We now present scaled numerical solutions and compare them with analytical solutions, to dem-

onstrate the accuracy achieved by our numerical scheme with moderate to very large fixed node 
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spacing. The examples are for the numerically demanding problem of constant-flux infiltration 

into extremely dry soil, using a Crank–Nicolson finite difference scheme (α = 0.5), unless stated 

otherwise.  

Fig. 4.5 shows a case of constant-flux infiltration into a semi-infinite dry soil, using the ordinary 

dimensionless variables of the BW soil hydraulic model (qv. Table 4.4). The dry initial condition 

is represented by ψ* = –10 000, corresponding to matric potentials more negative than –1000 m 

for most soils. Rainfall, given by R* = 0.5, is relatively high, and the dimensionless soils in 

Fig. 4.5 are represented by C = 1.02 and C = 1.5. The fixed node spacings are ∆z* = ∆t* = 0.25. 

Analytical solutions are shown for comparison. 

  

 

Fig. 4.5. Comparison of dimensionless numerical and analytical solutions for constant-flux 

infiltration, R* = 0.5, into a semi-infinite ‘dry’ soil profile, represented by ψψψψ* = –104 for  

(a) highly nonlinear soil, C = 1.02, (b) weakly nonlinear soil, C = 1.5. 

The numerical solutions of Fig. 4.5a, for the case of a highly nonlinear soil represented by  

C = 1.02, exhibit the theoretically expected ‘travelling wave’ (Philip, 1958), a wetting front of 

constant shape. Over most of the Θ-range, agreement between the analytical and numerical solu-

tions is very close. Each numerical wetting front is more diffuse than the analytical solution at the 

leading edge (Θ < 0.05). In this region the depth node spacing is too large to permit good piece-

wise linear representation of the moisture profile. At the end of the first time-step we found that 

the analytical wetting front occupied about one depth node spacing, and the numerical solution 

had errors in Θ of about 0.05 at the top and bottom of this range. These errors are not propagated; 

in fact they are greatly reduced. There is some numerical instability, manifested as spatial oscilla-

tion in near-surface Θ of the order of 10–4, but it is much too small to appear on the scale the 

figure. 
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The case of a weakly nonlinear moisture characteristic (C = 1.5) in Fig. 4.b shows more diffuse 

wetting fronts. Here the numerical solutions correspond closely to analytical solutions throughout, 

even at times prior to the development of the travelling wave. We found complete freedom from 

numerical instability in this case. For both soils, errors in surface soil-water content Θ0 were less 

than 0.1%, and far too small to appear on the figure. Mass balance errors were of the order of  

1 part in 1012 of cumulative infiltration. With both Crank–Nicolson and backward difference 

schemes, we found that extreme precision is easily achieved with small node spacings. 

  

 

Fig. 4.6:  Comparison of universally scaled (independent of soil type) numerical and ana-

lytical solutions for constant-rate infiltration into a semi-infinite ‘dry’ soil profile, for scaled 

rainfall rates (a) ρρρρ = 6.127, and (b) ρρρρ = 0.1667. Note that each solution scales to an infinity of 

cases. 

Fig. 4.6 shows universally scaled solutions for constant-flux infiltration into dry soil, represented 

by the scaled initial condition ψ ‡ = –10 000. Fig. 4.6a shows solutions for a high scaled rainfall 

rate ρ = 6.127. The sharp wetting fronts at scaled times τ = 0.326, 0.653, and 1.305 scale exactly 

to the cases of Fig. 4.5a, except for the extremely small discrepancy between the initial conditions 

ψ ‡= –10 000 and ψ* = –10 000. The solutions scale also to an infinity of cases with the same 

value of ρ, but different values of rainfall R* and soil structure C. Physically, this says that the 

sharp wetting fronts shown may be due to cases ranging from that of Fig. 4.5a, with moderate 

rainfall into the highly nonlinear soil, to extremely high rainfall into weakly nonlinear soil. 

Fig. 4.6b, with the lower scaled rainfall rate given by ρ = 0.1667, likewise scales to an infinity of 

cases, including those for t* = 4, 8 and 16 in Fig. 4.5b, and to very low rainfall into a highly 

nonlinear soil. 
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Fig. 4.7: Comparison of universally scaled numerically calculated moisture profiles with 

very coarse node spacings, and scaled analytical solutions for infiltration into a finite depth 

‘dry’ soil, for ρρρρ = 2.451. Note the lack of propagation of the severe short-time errors occur-

ring shortly after infiltration begins. 

For finite-depth soil profiles, there appear to be no numerical difficulties associated with the 

wetting front interacting with the lower boundary, possibly due in part to gravitational and matric 

potential gradients partially cancelling. Fig. 4.7 compares scaled numerical solutions, using very 

coarse node spacings ∆z‡ = 1.0 and ∆τ = 0.0816, with analytical solutions for a finite-depth soil 

profile with scaled depth l ‡ = 5.1, scaled rainfall rate ρ = 2.451, and the same extremely dry 

initial condition as used in Fig. 4.6. The analytical solution at the shortest time, τ = 0.0816, shows 

that the wetting front has reached only about half way to the first subsurface depth node used for 

the numerical solution, which here uses a single time-step. This means that node spacings are 

much greater than the spatial and temporal scales of the early stages of infiltration, and numerical 

errors at this time are necessarily large, regardless of what numerical scheme might be used. For 

example, the error in computed surface soil-water content, which is only about half of the correct 

value, is required for trapezoidal integration of Θ ‡ (indicated by the dashed lines) to conserve 

mass. However, this severe short-time error does not propagate; by time τ = 1.3056 some numeri-

cal self-correction has been achieved, and by time τ = 1.8768 errors in Θ ‡ are relatively small. 

Fig. 4.8 shows self-correction of short-time errors for another case of constant-flux infiltration 

into a finite-depth dry soil profile, using a backward difference scheme (α = 1.0). The initial 

condition is unchanged, scaled soil depth is l ‡ = 5.85 and rainfall is ρ = 0.796. In this case ∆z‡ = 

0.585, which is small enough to permit accuracy in a piece-wise linear representation of an ana-

lytical solution, and ∆τ = 0.1. The Crank–Nicolson difference scheme yielded close correspon-
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dence with analytical solutions at all times. Backward differencing necessarily causes some 

numerical diffusion, which is evident in the wetting front at time τ = 0.2. Errors associated with 

numerical diffusion progressively self-correct with time, as the initially high spatial and temporal 

gradients in Θ ‡ decrease. Once the travelling wave has developed, by about time τ = 2, errors in 

the numerical wetting front remain stable, until the front begins to interact with the lower bound-

ary. Then gradients again decrease, and the numerical solution at time τ = 4.67 is quite accurate.  

 

 

Fig. 4.8: Comparison of scaled analytical and numerical solutions for backward differencing 

in time, for scaled constant-flux infiltration given by ρρρρ = 1.05. Note the freedom from propa-

gation of errors, and self-correction of errors where spatial and temporal gradients decrease 

with time. 

Numerical diffusion is determined by time-step ∆τ, as well as the gradients noted. For a linear 

CDE, Noye (1990) gives v2∆t/2 as the numerical diffusion coefficient. For the nonlinear Richards’ 

equation with universally scaled variables, the numerical diffusion coefficient then becomes  

U ‡2∆τ/2; the functional form may be derived from Table 4.5. 

In practice, numerical solutions for field situations will not used scaled variables. Fig. 4.9 illus-

trates the accurate numerical equivalence between numerical solutions obtained with and without 

scaling. The initial condition is ψ* = –10 000, and we have selected C = 1.5, R* = 0.2, l* = 5.0, 

∆z* = 1.67 and ∆t* = 4. Solutions represented by dashed lines were obtained by transforming the 

initial and boundary conditions to universally scaled variables (ρ = 0.0667, ψ ‡ = –10 000, l ‡ = 

7.5, ∆z‡ = 2.5, ∆τ = 12), solving the flow equation with these variables, and scaling back. Here the 

circles represent solutions obtained without scaling. Discrepancies in Θ between scaled and 

unscaled solutions are less than 10–5 in each case. These could be reduced to computational round-
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off error by scaling the initial condition and all details of the numerical procedure, for example, 

soil hydraulic property tables and the convergence criterion.  

Using the hydraulic properties of the structured surface soil example in section 4.9.4, Fig. 4.9 

could apply to a structured soil having depth 0.5 m, with a high rainfall rate R = 1.0 m d–1. Exact 

solutions are approximated well using space step ∆z = 0.167 m, and time-step ∆t = 0.16 d. The 

spatial discretisation here is about as coarse as that used in less physically rigorous models that 

generalise the Green–Ampt infiltration model to multiple sharp wetting fronts as an alternative to 

solving Richards’ equation (e.g. Markar and Mein, 1985). Short et al. (1995) demonstrated that 

Richards’ equation based models are competitive with these, even on the basis of CPU time. 

 

 

 

Fig. 4.9: Comparison of numerical and 

analytical solutions for constant-rate 

infiltration into a semi-infinite ‘dry’ soil 

for ρρρρ = 0.0667, using extremely coarse 

node spacings. Dashed lines and symbols 

represent respectively numerical solutions 

obtained with and without solving the flow 

equation with scaled variables, illustrating 

easy attainment of accurate equivalence 

between scaled and unscaled solutions. 

As mentioned earlier, universal scaling is not applicable to satiated conditions. However, the 

resulting quasi-linear CDE yields much simpler scaling and numerical performance prediction, 

the flow problem is highly diffusion dominated (in unconfined aquifers), and numerical solution 

is straightforward. Extension to 3-dimensional flows should also be easy, since horizontal flux has 

no convective (gravitational) component, and horizontal flows are fully diffusion dominated.  

4.9.8 Criteria for guaranteed numerical convergence and stability 

Numerical convergence was obtained without difficulty for all cases in section 4.9.7. With coarse 

discretisation, the extremely dry initial conditions required about 20 iterations per time-step, 

compared with 5–7 iterations for moderate discretisation and relatively moist initial conditions. 

No oscillation of estimated solutions was observed during the iterative process, and solutions 

approached their final values asymptotically. There was usually complete freedom from numeri-
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cal instability, except for the very low-amplitude oscillation noted for the demanding case of 

Figs. 4.5a and 4.6a. 

We now use scaling to search the parameter space (∆z‡, ∆τ, ρ), in order to develop criteria for 

complete freedom from numerical instability and convergence failure. This is a practical alterna-

tive to searching the 4-dimensional space (∆z*, ∆t*, R*, C) required using the BW soil hydraulic 

model without universal scaling, or the still higher dimensioned space required when dimensioned 

variables, such as in other soil models, are used. 

von Neumann instability 

Instability in the von Neumann sense is the propagation of perturbations as the solution proceeds 

in space and time (e.g. Noye, 1990). Linear CDEs are unconditionally stable in this sense, for both 

Crank–Nicolson and backward difference schemes (Narasimhan, 1976; Noye, 1990).  

In this work we did not encounter this type of instability under any conditions with scaled solu-

tions of Richards’ equation. This is to be expected because the flow problem is diffusion domi-

nated with Pe < 2 and Co < 1 for all Θ ‡, with depth node spacing much coarser than those used in 

section 4.9.7. In particular, because Pe
‡ → 0 as Θ ‡ → 0, numerical instability cannot be expected 

at the leading edge of the wetting front, as the problem is completely diffusion dominated. Diffu-

sion dominance should assure freedom from von Neumann instability, but this does not necessar-

ily guarantee freedom from other numerical problems. 

‘Wiggles’ 

Another numerical problem encountered with linear CDEs is the spatial oscillation that sometimes 

occurs at and near boundaries, but which need not propagate as the solution proceeds. This type of 

perturbation of the solution, described as ‘wiggles’ by Roache (1976), is caused by discretising 

the flow equation at the boundaries. It is most prominent with prescribed concentration boundary 

conditions, but occurs also with flux boundary conditions and in steady-state solutions (Roache, 

1976), so that it cannot be eliminated over the whole parameter space using backward difference 

schemes. 

We encountered ‘wiggles’ in some scaled solutions of Richards’ equation, and for the purposes of 

this work, we include both von Neumann instability and wiggles in the term ‘numerical instabil-

ity’. This is because the small spatial scales of many soil-water flow problems relative to D- and 

K-values make ‘wiggles’ undesirable. 
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Guaranteed convergence 

To guarantee obtaining solutions using the very fast Thomas algorithm for the tridiagonal solution 

matrix (see section 4.9.6), the matrix must be diagonally dominant. This imposes an upper limit of 

a little over 2 on Pe (Noye, 1990), and we have seen from section 4.9.4 that this imposes an upper 

limit on the space step of ∆z‡ ≅  8, or ∆z ≅  8 λc / C.  

It should be noted that solvability of the solution matrix is necessary, but not sufficient, to guaran-

tee that the iterative solution procedure required for a nonlinear CDE will converge. With coarse 

node spacings, for example, initial estimates of solutions may be inadequate for this purpose. We 

found convergence failures for ∆z‡ = 8, in some cases when ρ was high. The parameter space 

must be searched to find the region of convergence. 

We searched the parameter space (∆z‡, ∆τ, ρ) to determine the region in which solutions were 

both convergent and stable for constant-flux infiltration into extremely dry soil, with initial condi-

tion ψ ‡ = –10 000. The criterion for freedom from numerical instability was that any spatial or 

temporal oscillation in Θ ‡ should have amplitude less than 10–6. The space was searched over a 

grid with successive values of each parameter differing by a factor of 2. This gives performance 

maps without smooth boundaries between numerical success and failure, but provides practical 

criteria for guaranteed numerical performance.  

Using the Crank–Nicolson difference scheme, we found constraints on both ∆z‡ and ∆τ, for con-

vergence and stability for given ρ. It is practical to map the time-step limit ∆τmax as a function of 

ρ, for given ∆z‡. However, we found that ρ ∆τmax, the scaled cumulative infiltration during the 

time-step, shows only weak dependence on ρ. This is shown in Fig. 4.10a, for ∆z‡ = 1. Similar 

maps could be produced for different space steps, to show the resulting weak constraints on time-

step. It can be seen that a simple practical criterion for guaranteed numerical convergence and 

stability with relatively large node spacing is: ρ∆τ < 0.1, for ∆z‡ ≤ 1. This criterion is quite con-

servative, as is shown by the examples in Figs. 4.5a and 4.6a. There ρ ∆τ = 0.125 and the solution 

just fails our stability criterion, due to wiggles in near-surface Θ ‡ having amplitude about 10–5; 

although for most purposes stability would be regarded as very good. 
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Fig. 4.10: Maps of domains of allowable step sizes which give complete freedom from  

numerical instability in terms of universal parameters (a) upper bound of ρ∆τρ∆τρ∆τρ∆τ for the 

Crank–Nicolson difference scheme, (b) upper bound of ∆∆∆∆z‡ for the backward difference 

scheme, which may be approximated by 1.4/ΘΘΘΘe
‡. 

When a backward difference scheme (α = 1) is used, we find that numerical convergence and 

stability are independent of ∆τ over an extremely wide range. This permits mapping performance 

in a two-dimensional plot, using the space (∆z‡, ρ). Fig. 4.10b shows ∆z‡
max as a function of ρ. 

While this difference scheme yields a larger region for guaranteed convergence and stability, it 

yields slightly less accurate solutions. This can be seen, for example, in Fig. 4.8, where scaled 

parameters lie in the guaranteed performance space of both schemes. 

We see in Fig. 4.10b that the upper bound for ∆z‡ for numerical stability is approximately  

∆z‡
max ≤ 1.4/Θe

‡, where Θe
‡ is the equilibrium surface moisture after the travelling wave is fully 

developed, given by Θe
‡ = 2ρ( 1 + 1/ ρ  – 1) (Broadbridge and White, 1988, eqn (46)). A simpler 

and generally conservative criterion for all soils and rainfall rates is: ∆z < λc, where λc is the 

macroscopic capillary length used to scale depth and potential, as discussed in § 4.9.4. The de-

pendence of the more precise criterion on Θe
‡ is consistent with our observation that numerical 

stability is most difficult to achieve at the surface, with a well developed travelling wave. At this 

point, Θ0
‡ has its greatest value for the simulation, and wiggles are most likely to be initiated. This 

point cannot be explained in terms of the Péclet number, which has its maximum here only for 

relatively low scaled rainfall rates, viz. ρ < 0.125 (Θe
‡< 0.5). While a simple justification for the 

numerical performance criterion for higher values of ρ does not seem possible, it is tempting to 

speculate that a basis will be found for the convergence and stability criterion: ∆z‡
max ≤ 2 /Θe

‡ < 8. 
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Other criteria may be developed for guaranteed performance, for example, for accuracy with 

constant-flux infiltration, or for prescribed potential boundary conditions. Criteria for the latter 

case, which may be somewhat tighter, would be appropriate for modelling ponded infiltration. 

These are beyond the scope of this work, which is concerned with models of soil-water dynamics 

under natural rainfall. For such models (e.g. Dawes and Hatton, 1993; Dawes and Short, 1993), 

when ponding occurs during rainfall, soil is relatively moist at the beginning of the time-step, and 

the criterion presented here suffices. To date, we have achieved robust convergence for simula-

tions of unsatiated/satiated soil-water dynamics for more than 100 000 soil-column years, with 

widely varying soil types, soil layering and weather conditions. 

4.9.9 Discussion 

Scaling and determinacy of solutions have been used in this work to guarantee numerical conver-

gence and stability of solutions of the flow equation. These principles provide a technique for 

testing alternative numerical solution schemes more comprehensively than previously. 

The ability to test numerical schemes comprehensively eliminates the need to rely on the usual ad 

hoc spot checks on numerical performance. Any choice of numerical scheme or refinements can 

be tested in this way. A particularly useful example would be to compare the efficiency of the 

modified Picard scheme of Celia et al. (1990) with direct methods of solving (4.3). Such testing 

would assist modellers to choose effectively from the plethora of available numerical schemes.  

Comparisons between numerical schemes are not needed for all aspects of performance. For 

example, the parameter space for guaranteed convergence and stability may be examined directly. 

Further, accuracy may be tested by comparison with analytical solutions. However, direct com-

parison with an informal numerical standard is desirable, to examine computational speed com-

prehensively.  

CPU time does not provide an ideal basis for comparison, due to rapidly changing computer 

technology. This situation is changing, however, with the evolution of standard measures of 

computer performance. Further, differences in computer architecture will have little effect on 

relative speeds if nearly all of the computational effort is devoted to arithmetic, which is itself a 

computationally efficient strategy. This may be achieved by computing hydraulic properties from 

[ψ] during each iteration either analytically, or by using tables structured to avoiding searching, as 

we have done here (qv. section 4.9.6). 

A useful alternative approach is to compare numbers of nodes and numbers of iterations required 

per time-step. This is because many numerical schemes have similar computational effort per 

iteration. In a preliminary investigation we found, for example, that for the various forms of the 
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flow equation discussed in section 4.9.2, with direct use of either Newton–Raphson or Picard 

solution schemes, and for various representations of midpoint hydraulic conductivity, computa-

tional speed per iteration did not vary by more than a factor of 2. Further, it appears from Celia et 

al. (1990) that the modified Picard scheme, in spite of additional conceptual complexity, requires 

very little additional computational effort per iteration.  

For the algorithm reported in this work, the number of iterations per time-step varies by less than 

an order of magnitude over a very wide range of boundary and initial conditions, as noted in 

section 4.9.8. A general indication of computational speed, for the dated personal workstation 

used (floating point speed 1.7 MFLOPS), is 2 × 10–4 s per depth node per iteration or 10–3 s per 

depth node per time-step. 

Scaling need not confine the choice of soil hydraulic model to the BW model, although there are 

few current alternatives. The model of Barry et al. (1993), for example, permits arbitrary moisture 

characteristics, and yields some analytical solutions. However, it appears not to permit scaling to 

a 3-dimensional space. It also imposes the condition ∂ 2K*/∂Θ2 < 0 for all Θ, so that a travelling 

wave solution for infiltration, which is essential for practical testing of numerical schemes, or 

approximating the behaviour of real soils, does not develop. One possible alternative is to recast 

the soil hydraulic functions and analytical solutions of the alternative approach of Sander et al. 

(1988) in terms of a practical soil hydraulic model, and to further scale to variables related to z‡, τ, 

and ρ. Their K and ψ functions so scaled may differ from those of Broadbridge and White (1988) 

in that K is less nonlinear, although D is common to both models. 

4.9.10 Conclusions 

We have shown in this work that use of the BW soil hydraulic property model provides a strategy 

for guaranteeing a priori the performance of numerical schemes for the soil-water flow equation, 

for prescribed flux boundary conditions. This is due to two features of the model, (a) determinacy 

of solutions at both the wet and dry ends of the water content range, and (b) universal scaling of 

solutions in terms of three parameters. The latter allows the investigation of numerical perform-

ance comprehensively over a tractable three-dimensional parameter space. This eliminates the 

need for ad hoc tests of numerical performance for each case studied, and should facilitate more 

general use of Richards’ equation in models of soil-water dynamics. 

Scaling and determinacy appear to provide powerful strategies for various purposes, including 

coping with numerical difficulties inherent in the non-linearity of the flow equation, and evaluat-

ing alternative numerical schemes. Preliminary work suggests that this strategy also makes nu-

merical performance largely independent of either the choice of mass-conservative form of the 
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flow equation or the representation of midpoint hydraulic conductivity, using a Newton–Raphson 

solution scheme. 

The relatively simple algorithm used here permits a priori choice of a coarse fixed space-time 

mesh, with no dynamic adjustments of the numerical procedure to deal with special cases, yet 

achieves high self-correction of errors that necessarily occur shortly after infiltration begins. 

The allowable node spacings are so large as to suggest that they can be chosen largely on the basis 

of the spatial and temporal scales of the physical processes of interest. These spacings indicate the 

practicability of using Richards’ equation as the basis for robust general purpose models of soil-

water dynamics. Thus one can replace the simple two-layer models of soil-water dynamics com-

monly incorporated into models of crop growth (e.g. WAVES, Dawes and Short 1994, Zhang et 

al. 1996) or moisture and energy exchanges at the land surface (e.g. Shao et al. 1997), and even 

simple single-layer water balance models. Many existing models of these processes, all of which 

attempt to approximate solutions of equations (4.1) and (4.2), simplify solutions for numerical 

efficiency. However, this need not confer significant computational speed advantages over effi-

cient use of Richards’ equation (Short et al., 1995), which would help to model soil-water dynam-

ics with equivalent rigour to other parts of these models.  
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CHAPTER 5. APPLICATIONS OF WAVES 

 

5.1 Modelling Hydrologic Processes Using WAVES 
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Abstract 

WAVES was tested using the energy flux and soil moisture measurements from the First ISLSCP 

Field Experiment (FIFE) and Hydrologic Atmospheric Pilot Experiment and Modélisation du 

Bilan Hydrique (HAPEX-MOBILHY). The simulated net radiation, evapotranspiration and soil 

moisture content agreed well with the observations and with previous studies of transpiration and 

soil evaporation. The success of the model was due to the reasonably realistic treatment of the soil 

and canopy processes. The utility and limitations of the model are discussed. 

5.1.1  Introduction 

The physical and biological processes describing the surface water, energy and solute balances of 

the plant–soil–atmosphere system are, in general, well understood. Models of that system can be 

formulated at almost any level of complexity with as many or as few processes as required. The 

level of model complexity is usually determined by the application. 

Historically, physically based models have been developed to represent the real world with in-

creasing detail. The place and use of such models, and the information contained in the data 

required to run them, have been debated in hydrology literature for over 20 years, most recently 

by Beven (1989, 1993), Hauhs (1990), Wheater and Jakeman (1993) and Barnes (1993). These 

authors argue that physically based models are most appropriately used in exploring the inter-

actions between processes and fluxes under different management and/or climatic regimes, given 

clearly stated assumptions about which small scale processes are relevant. 

In Australia, most environmental degradation is associated with changes in the surface water 

balance induced by changes in land cover. The temporal and spatial scales over which these 

changes evince themselves precludes field experimentation as a wholly sufficient or practical 

investigative tool for identifying optimal or appropriate land use. Decision-makers are therefore 

reliant on models, especially physical process models, for predicting expected changes in the 
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landscape; the diversity of recent hydrological modelling tools in use in Australia (see Grayson 

and Chiew 1994 and Hatton et al. 1994 for recent reviews) is testament to this need. 

The soil water balance of many Australian land systems does not have to be treated with a fully 

three-dimensional model (sensu Hatton et al. 1992, Vertessy et al. 1993), but rather may be 

approximated with a one-dimensional treatment. For such systems, the CSIRO Division of Water 

Resources developed the physically based ecohydrological model WAVES to enable the simula-

tion of land system behaviour under alternative vegetation management and climatic variation. 

The WAVES model predicts the dynamic interactions, and fluxes of mass and energy, within 

soil–vegetation–atmosphere systems. The model adopts a one or two layer canopy representation 

with a soil layer underneath. The aerodynamic resistance at the top of the canopy is determined 

based on Monin–Obukhov surface layer similarity theory and the within canopy aerodynamic 

resistances are estimated using the mixing-length approach (Raupach and Thom 1981). The 

boundary layer resistances are neglected for simplicity. The model formulates the physiological 

control on transpiration using the canopy resistance calculated as a function of the net assimila-

tion rate, and the vapour pressure deficit and CO2 concentration at the canopy surface. The soil 

hydrology is described by the Richards equation. A distinguishing feature of the model is to 

couple the soil–vegetation–atmosphere system by changing the value of the saturation vapour 

pressure deficit of air in the canopy. The model can be used to predict plant growth using a satura-

tion rate kinetics formulation and to simulate solute transport in the soil (Hatton et al. 1992, Wu et 

al. 1994, Salama et al. 1999, Dawes and Short 1993). 

There is a need to test and evaluate models against data sets from well-designed field experiments 

so that improvements or simplifications can be made. Over the last decade, several large-scale 

data sets have been collected, and are useful for this purpose (Shuttleworth 1991). In this paper, 

we test the energy and water balance components of WAVES with data obtained from the First 

ISLSCP Field Experiment (FIFE) and Hydrologic Atmospheric Pilot Experiment and Modélisa-

tion du Bilan Hydrique (HAPEX-MOBILHY). The plant growth and solute transport features of 

the model are not included in these tests. We also compare model performance against expected 

behaviour as described in the literature. 

The data used in the present study were obtained from the First ISLSCP Field Experiment (FIFE) 

(Sellers et al. 1988) and Hydrologic Atmospheric Pilot Experiment and Modélisation du Bilan 

Hydrique (HAPEX-MOBILHY) (André et al. 1988). We first describe the experimental sites and 

the type of data that were available, followed by the assignment of model parameters based on 

soil and plant properties.  
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5.1.2 Experiments and Data 

FIFE was conducted during the period of May to October 1987 over a 15 km × 15 km experimen-

tal area, situated 39° 00' N 96° 30' W in northeastern Kansas (Sellers et al. 1988). The vegetation 

of the experimental area consists primarily of native tall prairie grass, the growing season of 

which is from mid-March to mid-October. The modelled area is the King’s Creek catchment, 

located in the northwestern quadrant of the FIFE experimental domain. During FIFE 1987, four 

intensive field campaigns (IFCS 1–4) were organized to measure surface fluxes. IFC 1 (May 26 to 

June 6) was targeted at capturing the vegetation ‘green-up’ phase of late spring, IFC 2 (June 25 to 

July 11) was to monitor the ‘peak-greenness’ stage of the vegetation, IFC 3 (August 6 – 21) was 

intended to capture soil moisture ‘dry-down’ conditions in the late summer, and IFC 4 (October 5 

– 16) was targeted at characterizing the fully senescent phase of the vegetation (Sellers et al. 

1992b). 

The raw meteorological data, consisting of wet and dry bulb temperatures, wind speed, downward 

shortwave radiation, and precipitation, were taken every 30 minutes from Super-AMS station 5 

(2123-SAM). The data were filtered manually to remove bad values and to fill in missing data. 

The surface fluxes of sensible and latent (evapotranspiration) heat from Bowen Ratio Station 2 

(1916-BRS) located near the King’s Creek gauging station were used to test the model. These 

flux data were also filtered and edited manually. Mean daily values were calculated for vapour 

pressure deficit and wind speed, maximum and minimum temperatures were selected, and daily 

total solar radiation calculated for input into WAVES. 

The HAPEX-MOBILHY experiment took place at 43° 41' N 00° 06' W in southwestern France 

over an area 100 km × 100 km. The area was divided into two parts, ie. a forest region (40%) and 

a mixed agricultural region (60%). The forest region was nearly homogeneous with some large 

clearings of up to 10 km2. In the agricultural region the main crops were corn, oats, and soya bean 

(André, et al. 1988). During a Special Observing Period (SOP), a number of surface networks 

operated in the HAPEX-MOBILHY region, including a set of 12 specially designed SAMER 

stations. The SAMER stations measured meteorological variables and surface energy fluxes, from 

which evapotranspiration was calculated. A detailed description of the surface networks can be 

found in André et al. (1988) and Goutorbe (1991). In addition, soil moisture contents were meas-

ured at the SAMER sites using the neutron scattering method (Cosby et al. 1984). The measure-

ments were made at intervals of 10 cm starting from the soil surface to 1.6 m on weekly basis. 

The SAMER data were recorded on a 15-minute interval at 12 sites uniformly distributed over the 

region. The accuracy of the data has been examined by Goutorbe (1991) using different methods. 

It was found that over a 15-minute interval the typical error for the sensible heat flux was 12% 

over short vegetation and 25% over tall crops. The error in evapotranspiration over a 15-minute 
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interval was about 25%. In this study , the measurements made at the SAMER site 3 were used. 

The main crop at this site was soya bean. Daily climate data for input to WAVES were calculated 

as for the FIFE experiment. 

5.1.3 Parameter estimation 

The dominant soil in the King’s Creek catchment is silty clay loam and the depth of the soil layer 

is 1.6 m. The soil physical properties of saturated moisture content, θs, air-dry moisture content, 

θd, saturated hydraulic conductivity, Ks, capillary length scale, λc, and a shape parameter, C, were 

assigned default values on the basis of the FIFE staff science soil survey work by applying 

Broadbridge–White model rules of thumb to the Clapp and Hornberger classification of soil types 

(Clapp and Hornberger1978; White and Broadbridge 1988). 

Table 5.1 lists the model parameter values used for FIFE. Estimation of the soil hydraulic proper-

ties is described above. Values of soil and canopy albedo, and roughness length for bare soil were 

adopted from Brutsaert (1982). The canopy roughness length was determined as a fraction of the 

vegetation height, which was measured for each IFC. The leaf area index (LAI) was measured 

within the King’s Creek catchment. 

The main soil type at SAMER site 3 is silty clay loam. The soil hydraulic properties, albedo, and 

soil roughness length were estimated in a similar way as for FIFE (Table 5.1). The period for 

which the energy flux measurements were available corresponds to a growing season. We assume 

a linear relationship between leaf area index, canopy roughness and vegetation height, which was 

measured. The leaf area index was set to 0.5 for emerging plants and to 3.0 at the full develop-

ment. This relationship is in agreement with field measurements at SAMER site 5 (Ben Mehrez et 

al. 1992). In both FIFE and HAPEX-MOBILHY simulations, vegetation parameters were set to 

those used by Dawes et al. (1997), given that in both experiments vegetation had C3 photosyn-

thesis pathways, and the sites were modelled without topographic slope. 

As with any model which redistributes soil water via a continuity equation, a lower boundary 

condition must be specified. In WAVES, this is done by a user specified factor b varying between 

0 and 1 times saturated hydraulic conductivity. No information was available in this regard for 

either field experiment. This boundary condition was estimated to give stable soil water profiles 

in the HAPEX simulations; this equated to a potential deep drainage rate of 0.1 mm day–1 when 

the lower boundary is saturated. The same value was used in the FIFE simulations. 
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5.1.4 Comparison with field measurements 

a. Net radiation 

The net radiation for ground surface and vegetation canopy was simulated by WAVES. For most 

applications, the downward longwave radiation is not routinely measured. As a result, it was 

calculated from air temperature and vapour pressure using Stefan–Boltzman’s equation. The input 

required for estimating net radiation are the incoming solar radiation, air temperature and vapor 

pressure. Fig. 5.1 shows the comparison of calculated and measured net radiation for FIFE and 

HAPEX-MOBILHY. The correlation coefficient was 0.96 and the best fit slope through the origin 

was close to unity. The root mean square error (RMSE) was 20 W m–2 for the two experiments. It 

is clear that in both cases the model produced good estimates of It should be mentioned that in the 

calculation, the surface emissivity was set to a constant value of 0.97 and the atmospheric emis-

sivity was calculated as a function of air temperature and vapor pressure. Brutsaert (1982) showed 

that equation (22) tends to yield smaller values of atmospheric emissivity compared to empirical 

equations when the vapor pressure is less than 12.0 hPa. As a result, by using this relationship the 

net radiation could be underestimated. In the calculation the atmospheric emissivity was corrected 

according to Brunt (1932) for vapor pressure less than 12.0 hPa. 

 

 

Fig. 5.1. Comparisons between simulated and observed daily net radiation during the peri-

ods of three IFCs in FIFE and SOP in HAPEX-MOBILHY. The correlation coefficient for 

FIFE data is 0.96 and the mean slope through the origin is 1.00. For HAPEX-MOBILHY 

data, the correlation coefficient is 0.96 and the mean slope through the origin is 0.97. 
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b. Total Evapotranspiration 

Fig. 5.2 shows comparisons of the simulated and observed evapotranspiration for FIFE and 

HAPEX-MOBILHY for the same sites and time periods as for the net radiation in Fig. 5.1. For 

FIFE, the overall correlation coefficient was 0.93, the best fit slope through the origin was 1.01, 

and the RMSE was 0.5 mm day –1 of average measured evapotranspiration of 3.3 mm day–1. For 

HAPEX-MOBILHY, the correlation coefficient was 0.93, the best fit slope through the origin was 

0.98, and the RMSE was 0.6 mm day–1 of average measured evapotranspiration of 4.0 mm day–1. 

The total evapotranspiration estimated during the period of simulations was 159 and 172 mm for 

FIFE and HAPEX-MOBILHY, respectively. For the same periods, the measured total evapotran-

spiration was 163 and 176 mm. It is clear that the values of simulated evapotranspiration were in 

good agreement with the observations. It can be noted that the model performance deteriorated on 

day 232 and 233. Inspection of the meteorological data did not indicate why the measured 

evapotranspiration should be high on these two days. 

 

 

Fig. 5.2. Comparisons between simulated and observed evapotranspiration during the 

periods of three IFCs in FIFE and SOP in HAPEX-MOBILHY. The correlation coefficient 

for FIFE data is 0.93; the mean slope through the origin is 1.01. For HAPEX-MOBILHY 

data, the correlation coefficient is 0.93 and the mean slope through the origin is 0.98. 

During the period of IFC2 and IFC3, the canopy resistance was small and the canopy was weakly 

coupled to the atmosphere with Ω equal to 0.7. The vapor pressure deficit of the canopy surfaces 

tended toward a local equilibrium value. The equilibrium value of the vapor pressure deficit 



 122 

depends on the net radiation and the canopy resistance in such a way that the actual evapotrans-

piration approaches an equilibrium evapotranspiration rate, which was independent of canopy 

resistance. 

Energy supply was the most important regulator of evapotranspiration. On the other hand, the 

values of canopy resistance for IFC4 and HAPEX-MOBILHY were relatively large and the

 

Fig. 5.3. Time course of predicted (solid line) and observed (dots) soil moisture content at 

SAMER site 3 for the period of January to December 1986 at three different depths. 
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canopies were moderately coupled to the atmosphere with W equal to 0.4. The evapotranspiration 

was jointly controlled by the net radiation, the vapor pressure deficit and the canopy resistance. 

These results showed that WAVES is capable of realistic simulation of evapotranspiration under a 

variety of conditions. 

c. Soil moisture content 

Fig. 5.3 shows the comparison between measured and simulated soil moisture content for various 

depths at SAMER site 3. Both the model simulations and the observations showed similar sea-

sonal variations in the soil moisture content. In the top soil layer, the soil moisture content fluctu-

ated strongly mainly due to precipitation. The model results showed smaller fluctuations in the 

soil moisture content than the measurements and the minimum soil moisture content was slightly 

overestimated. Model simulations of the soil moisture content at the depths of 50 cm and 100 cm 

were better than those near-surface simulations. In general, the calculated soil moisture agreed 

well with the observations considering the length of the simulation, the limited information on 

soil hydraulic properties, and the lack of any data regarding the lower boundary condition. The 

very low fitted values of b suggests that soil hydraulic properties change dramatically with depth 

not far below the lower boundary of the modelled region, so that there is most likely some error in 

assuming a homogeneous soil above this boundary. 

5.1.5 Drydown process – A numerical simulation 

The results in the previous sections showed that the WAVES model accurately simulated daily 

net radiation, evapotranspiration and soil moisture contents. Given the complexity of processes 

and their interactions under natural conditions, such as FIFE and HAPEX-MOBILHY, these 

results convey little understanding of the system behaviour and the testing of physical models, 

such as WAVES, in toto can obscure the specific behaviour associated with the processes repre-

sented. It is important to understand the roles of individual processes, and to investigate interac-

tions between very few processes at a time. It is therefore useful to examine model performance 

under idealised or simplified conditions, and compare the output against expectations generalised 

from the literature. Specifically, it is revealing to test the model’s behaviour over a period in 

which the soil is only drying. 

The numerical simulation was designed with constant atmospheric forcing with zero precipitation. 

Two types of soil were considered: sandy loam and clay. The depth of the soil layer was assumed 

to be 1.0 m with a single C3 vegetation layer on the top. The model was run for each soil type 

with initial soil moisture content set to saturation using an impermeable lower boundary condition 

(b = 0.0). 
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Fig. 5.4. Daily values of soil evaporation (top) and transpiration (bottom) during a 100-day 

simulation of the drying of initially saturated clay and sandy loam soils. 

The temporal variations in the calculated soil evaporation and transpiration are shown in Fig. 5.4. 

It is clear that the model showed a two-stage soil evaporation process. In the first stage, the soil 

was wet and evaporation was controlled by the atmospheric demand. As a result, soil evaporation 

occurred at the potential rate (constant in this experiment). The duration of stage 1 soil evapora-

tion depended on the hydraulic properties of the soil and lasted longer for sandy loam than for 

clay soils. Second-stage (soil limited) evaporation was mainly controlled by the hydraulic proper-

ties of the soil and the evaporation rate fell below the potential rate on the third day of the stage 2 

drying process. The cumulative soil evaporation versus the square root of time was almost linear 

(Fig. 5.5). 

 

Fig. 5.5. Stage 2 cumulative soil evaporation as related the square root of time for clay and 

sandy loam soils. 
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The transpiration from WAVES showed a two-stage drying process as well: in the first stage, 

transpiration decreased gradually and in the second stage transpiration decreased rapidly. The 

stage 1 transpiration lasted longer than stage 1 soil evaporation (Fig. 5.4) since the vegetation can 

remove water from deeper soil. The presence of a canopy extended the period of stage 1 evapora-

tion by several days compared with a bare soil surface and much less water was removed from the 

near soil surface. However, the period of the second stage of drying was significantly shortened. 

As outlined in Chapter 2, the model calculates the saturation vapor pressure deficit of the canopy, 

which depends on degree of coupling between the canopy and the atmosphere, and the net radia-

tion received by the canopy. For this numerical simulation, the decoupling coefficient (0.9)

indicated a weak coupling between the canopy and the atmosphere. The vapor pressure deficit of 

the canopy was reduced by 7 hPa during the period of plant transpiration and increased to the 

prescribed vapor pressure deficit when the transpiration stopped. 

5.1.6 Discussion 

A complex, biophysically based ecohydrological model such as WAVES is a potentially useful 

tool for testing ideas about system behaviour as well as for generating predictions about how the 

surface energy and water balance might change following manipulations of the system. In Austra-

lia, the absence of field observations of landscape behaviour across the large range of physical, 

biological and management combinations, and the huge expense and delay in acquiring these 

observations, strongly argue for such a tool. While we recognise and agree with the philosophical 

concerns raised by ourselves (Hatton et al. 1994) and others (Beven 1989, Wheater and Jakeman 

1993) regarding the danger of such exercises, the real and urgent need for advice on optimal land 

use is compelling. We also recognise the obligation to test such tools, as thoroughly as possible, 

against theoretical and observed behaviour. The FIFE and HAPEX-MOBILHY data offer an 

extraordinary opportunity to test the surface energy and water balance components of WAVES. 

In general, the model closely reproduced field observations of the surface energy and water 

balance, and produced results consistent with theoretical expectation. Given only daily solar 

radiation and air temperature as climatic inputs, the model accurately predicted net radiation. This 

is a significant feature for models of this kind; many such treatments of the surface energy bal-

ance require net longwave as an input (e.g., Dickinson et al. 1986, Sellers et al. 1986) or use net 

radiation directly (Choudhury and Monteith 1988). Neither of these latter quantities is normally 

available across Australia. 

Predicted daily total evapotranspiration compared well with observed values from the FIFE and 

HAPEX-MOBILHY experiments. It is significant that the daily time-step of WAVES, using 

mean daily values for wind speed, temperature and vapour pressure deficit, could reproduce the 
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summed sub-hourly measured fluxes. This is a crucial feature for any physical water balance 

model intended for application in Australia as standard meteorological data is limited to daily 

resolution. Note that the model error in evaporation is well within the stated error of measurement 

for the HAPEX-MOBILHY data. For the FIFE experiment in particular, the model was capable of 

reproducing evaporation rates ranging from 1 mm d–1 under conditions of senescing vegetation 

and limiting soil moisture to 7 mm d–1 under high radiation, leaf area index and soil moisture. 

This suggests that the calculation of surface resistance by means of the modified Ball et al. (1987) 

model (Leuning 1995), using the IRM assimilation model (Wu et al. 1994), can account for 

multiple factors limiting conductance. 

In the formulation of evapotranspiration, the effect of boundary layer resistance is neglected. 

Shuttleworth and Wallace (1985) showed that measurements of mean boundary layer resistance 

generally have significant scatter and the bulk boundary layer resistance is much smaller than the 

corresponding aerodynamic resistance; in addition the combination equation is rather insensitive 

to the boundary layer resistance. The good agreement between calculated and measured 

evapotranspiration seem to support this assumption. Another approximation made in the WAVES 

model is to ignore the effect of atmospheric stability on the aerodynamic resistance. This assump-

tion leads to underestimation (overestimation) of the aerodynamic resistance when the atmosphere 

is in unstable (stable) conditions. Moreover, it has been found that the Penman–Monteith equation 

is relatively insensitive to the aerodynamic resistance when the surface roughness length is small 

(Zhang and Dawes, 1995). As a result, the effect of atmospheric stability correction can be ne-

glected. For the surface conditions in FIFE sites and the agricultural part of HAPEX-MOBILHY, 

the results indicated that the effect of the atmospheric stability is negligible. However, for rough 

surfaces (e.g., forest) ignoring the atmospheric stability may cause large errors in the calculated 

evapotranspiration. 

There was insufficient information available from either experiment to allow direct comparisons 

of the contribution of transpiration and soil evaporation. The numerical results from the dry-down 

simulations, indicating a two-stage soil evaporation process with fluxes limited initially by en-

ergy, is consistent with field measurements (Ritchie 1972). During the second stage of soil evapo-

ration, the hydraulic properties of the soil play a more significant role than the atmospheric 

demand. Black et al. (1969) showed that cumulative evaporation is linearly related to square root 

of the time from the start of the second stage evaporation. The relationship has been supported by 

field measurements of evaporation (LaRue et al. 1968; Ritchie 1972). The model shows this 

behaviour. 

In terms of plant transpiration, the WAVES model determines the relative carbon assimilation 

rate which is related to the canopy resistance based on the matric potential of the soil water rather 

than the water content. This treatment allows plant to transpire freely until all the water in root 
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zone is extracted. The simulated transpiration also showed a two stage process. The stage 1 tran-

spiration lasted longer than the stage 1 soil evaporation, while the stage 2 transpiration decreased 

more rapidly. These results indicated that transpiration is maintained by deep soil water through 

plant roots. 

During the period of FIFE IFC2 to IFC3, simulated transpiration accounted for about 85% of the 

total evapotranspiration, while for IFC4 the transpiration component decreased to 60%. Fractional 

vegetation cover determined from LAI and canopy height using the method of Smith et al. (1993) 

was 0.94, 0.86 and 0.45 respectively for the three FIFE periods and it seems that the transpiration 

ratios maybe related to the fractional vegetation covers; this is consistent with the findings of 

Smith et al. (1993). For HAPEX-MOBILHY, the transpiration ratio increased from 60% to 86% 

as the fractional vegetation cover changed from 0.5 to 0.9. 

The simulated soil moisture profiles for the HAPEX-MOBILHY experiment were consistent with 

observations. However, water content at the shallowest soil depth shows large temporal variation 

and is inherently difficult to model; the seasonal trends are reproduced, but the predicted value on 

any particular day may be in significant error. The two deeper times series of moisture are mod-

elled better, but show less temporal variation to challenge the model. Therefore, we cannot con-

sider this aspect of the model to be adequately tested in this study. It must be noted that the model 

results for the HAPEX-MOBILHY experiment were sensitive to the soil hydraulic properties and 

the lower boundary condition. This finding confirms the sensitivity analysis of the model (Hatton 

et al. 1995). These quantities are, in any practical sense, unknowable across a landscape. This is a 

serious limitation to wide geographic application of models requiring this information, but this is 

a feature common to any soil water balance model. 

5.1.7 Summary 

The WAVES model was tested using the data obtained from FIFE and HAPEX-MOBILHY 

experiments. Generally, it was found that the model is capable of accurately simulating daily total 

net radiation, evapotranspiration, and soil moisture content under different weather and canopy 

conditions with a reasonable degree of realism. A numerical experiment was carried out to inves-

tigate the model’s performance under soil drying conditions. The model produced a two stage soil 

evaporation process as has been previously observed. Stage one soil evaporation proceeds at the 

potential rate. In the second stage, the soil evaporation falls below the potential rate and the 

cumulative evaporation versus the square root of time is almost linear. These results are consistent 

with theoretical expectation. For practical purposes, the model does not consider the effect of 

atmospheric stability on the aerodynamic resistance and an equivalence between radiative surface 

temperature and air temperature is assumed in the model. These simplifications do not seem to 

have degraded model predictions  
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The WAVES model can be used in its present form to identify important surface characteristics 

and to study hydrological responses under various land management practices. Practical applica-

tions of the model to real catchments are limited by the large number of the parameters on soil 

and vegetation properties, some of which are difficult to obtain in practice. Nevertheless, we 

assert that the model strikes a reasonable balance between generality, realism and accuracy, and 

provides a powerful tool for the prediction of landscape behaviour. 
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Abstract 

River level management in the lower River Murray has had a profound negative impact on native 

floodplain vegetation. Reduced flooding, both amount and frequency, and rising levels of nat-

urally saline groundwater have lead to salinisation of the soil and the subsequent reduction of tree 

density and health. To develop management guidelines there is a need to understand the effect of 

different flooding and watertable conditions on vegetation growth and salinisation processes. 

Field studies of vegetation water use during and after a flood were used to calibrate a physically 

based soil–vegetation–atmosphere transfer model (WAVES). The model parameterisation was 

tested using long term simulations which also give insight into the development of dieback. 

Observed water content and chloride profiles have been reproduced after a flood event and after a 

drying cycle. Soil hydraulic properties were set initially using limited field measurement and soil 

textural descriptions. There is confidence in this approach, since calibrated parameters show 

remarkable consistency across five sites, with varying leaf area, groundwater depth, and time and 

depth of flooding. The calibrated model can be used to explore the effect of river management 

scenarios on existing riparian vegetation. 

 

5.2.1  Introduction 

In dry areas of Australia, flooding can be an important source of water for riparian vegetation. 

Where aridity is coupled with salinity, flooding can be a critical factor in supplying fresh water 

and leaching accumulated salts from the root zone. The native floodplain vegetation in the lower 

River Murray has declined in health as a result of river level management over the last few dec-

ades. A system of reservoirs and weirs (locally known as locks) was installed along the river 

during the 1920s to regulate the river flow for reliable year round water supply and navigation. 

The decline in the number of medium-sized floods has reduced salt leaching, and the installation 

of locks has resulted in raised saline watertables (Walker et al., 1996). Guidelines for river and 
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groundwater management to control soil salinisation at sites along the river are currently being 

developed. Margules and Partners et al. (1990) estimated that approximately 180 km2 of flood-

plain along the River Murray is severely degraded, of which 53% has saline groundwater identi-

fied as the major cause of degradation. 

The time scales for soil salinisation can be used to establish simple management guidelines and 

have been estimated using a steady state groundwater discharge model (Jolly et. al., 1993). More 

complex physically based models which describe soil–vegetation–atmosphere transfers (SVAT 

models) can be used to increase understanding of the interactions between the vegetation growth 

and water use and processes affecting the movement of water and salt, and can explicitly take into 

account changed vegetation and river level management. Guidelines based on simple steady state 

models also need to be evaluated using more complex SVAT models. 

This section describes the first stage in attempting to understand the interactions between vegeta-

tion and soil salinisation processes occurring on the Chowilla floodplain in the lower Murray 

River. Field data from a number of sites representing the range of floodplain conditions are used 

to calibrate the SVAT model WAVES (Dawes and Short, 1993). The hydrological responses of 

the sites to flooding is analysed in some detail, vegetation health is related to long-term flooding 

history, and is shown that it may be used to better predict the impacts of changed flood manage-

ment. 

5.2.2 Site Description 

The study region is the Chowilla anabranch, a 200 km2 area of semi-arid saline floodplain on the 

Lower River Murray, located on the South Australia–New South Wales border of Australia 

(Fig. 5.6). Jolly and Walker (1995) provide an excellent overview of the hydrology, hydrogeol-

ogy, vegetation, and management problems of the area. Briefly, the area consists of a network of 

streams which flow from the River Murray upstream of Lock 6, across the floodplain before 

joining into Chowilla Creek, and discharging back into the River Murray downstream of Lock 6. 

Before the installation of the lock, these streams were ephemeral and flowed only in times of 

flood; they now carry up to 80% of the River Murray flow. This is an excellent study region for 

the following reasons: (1) there has been a significant body of data collected in the region during 

investigations for a proposed dam, and salt interception schemes, (2) it is the site of the second-

largest natural salt load to the River Murray, approximately 50 000 t yr–1 (Walker et al. 1996), and 

(3) it is a wetland of international significance listed under the UNESCO Ramsar Convention 

(Section 14.5) (NEC 1988). 
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Fig. 5.6.  Experimental site location map. 

The Chowilla region has a semi-arid climate with annual average rainfall of approximately 

250 mm yr–1. This annual volume is highly variable, ranging from 100 to 500 mm yr–1. Average 

annual potential evaporation is around 2000 mm yr–1 (Jolly et al. 1993). The composition and 

distribution of vegetation at Chowilla has been described by O’Malley (1990). The dominant 

species are the trees black box (E. largiflorens F. Muell.) and river red gum (E. camaldulensis), 

the shrub lignum (Muehlenbeckia cunninghamii), and large areas of annual grass. The distribution 

of these species is controlled by flood frequency, which is related to surface elevation, and 

groundwater salinity. Black box is located on higher areas of the floodplain, redgums occur 

generally along stream and creek courses, and lignum is found on clay fan features adjacent to 

streams. In this work we concentrate on black box, as it is the predominant species, and is known 

to be adversely affected by current river management (Margules and Partners et al., 1990). 

The soils of the Chowilla floodplain have been described by Hollingsworth et al. (1990). They 

consist generally of a layer of alluvial grey cracking clay, known as Coonambidgal Clay, up to 

5 m deep, overlying an unconsolidated alluvial sand deposit, known as Monoman Sand, approxi-

mately 30 m deep. The boundary between these layers is often unclear, with transitional material 

of varying clay content up to 1 m thick. Groundwater levels have risen since the installation of 

Lock 6, from the Monoman Sand formation to between 2 and 4 m from the surface in the 

Coonambigdal Clay. 

The hydrology of the area is described by Jolly and Walker (1995). Briefly, the frequency of 

medium-sized floods has decreased to about one third of natural conditions as a consequence of 
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development of upstream storages. Black box trees are generally found in areas where the mean 

return period of floods is greater than 8 years. Enhancement of floods for environmental purposes 

is possible by the release of water from two nearby storages, Lake Victoria and Menindie Lakes. 

5.2.3 Monitoring sites 

From a survey of vegetation health on the Chowilla floodplain, large scale spatial patterns of 

health were found to correlate with flooding frequency, groundwater depth, and groundwater 

salinity (O’Malley, 1990; Taylor et al., 1996). Vegetation health was poorest in areas with infre-

quent flooding, and shallow high salinity groundwater tables. Where groundwater was fresher, or 

more frequently flooded, or on higher ground, vegetation health was significantly better. The 

variables were entered as layers into a Geographic Information System (GIS) and five broad 

categories were identified. Five study sites, representing each of the GIS classes, were chosen for 

monitoring. Soil profiles were sampled in September 1993, before a flood which occurred in 

November and December, just after the flood in January 1994, and in April 1994 after a three 

month drying period (McEwan et al., 1995). Soils were analysed for gravimetric water content 

(kg/kg) and water-soluble chloride. This sampling gave the widest possible range of moisture and 

soil-water salinities for model calibration. These sites are samples only, and may not be represen-

tative of the whole of the class, and each class should not be seen as homogeneous. 

Four broad soil-texture groups based on clay content (Table 5.2) were identified on the floodplain 

and were used to characterise soil horizons both across and within the sites. The depth of each soil 

horizon was estimated from field sampling, and examination of the gravimetric water content 

profiles. 

Table 5.2. Four soil textural classes observed as soil horizons at calibration sites. 

Texture Code Clay % 

T1 < 15 

T2 15 – 30 

T3 31 – 45 

T4 > 45 

5.2.4 Recorded data  

The monitoring period for data analysed in this paper was the six months from October 1993 to 

April 1994. Soil profiles were sampled from each site in October before a flood, in January im-

mediately after the flood, and in April after a long dry period. Water content was determined 

gravimetrically, matric potential was determined by the filter paper method, and chloride content 

was determined by 1: 5 soil paste extracts. 
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Daily values of maximum and minimum temperature, average vapour pressure deficit, rainfall 

and total radiation were obtained from an automatic weather station at the site and one at Loxton. 

These data were used in WAVES to estimate evaporation and transpiration demand at each site. 

The watertable was logged for the duration of the monitoring period using capacitance probes at 

each site. Transpiration was measured using the heat pulse method (Swanson and Whitfield, 

1981; Green and Clothier, 1988) for several weeks at a time over the larger monitoring period. 

The complete dataset description can be found in McEwan et al. (1995). 

Four of the five sites, sites S1, S3, S4, and S6, had saline groundwater. The salinity of the 

groundwater used in WAVES was set to that measured in soil-water extracts from just above the 

watertable. Site S5, however, showed significant leaching of salt below the groundwater surface, 

and so fresh water, with salinity of 0.004 dS m–1 (equal to rainfall), was used at this site. This site 

is closer to a creek than the other sites, and we hypothesise that fresh creek water is flushing from 

below during and after the flood. 

Table 5.3 Values and units of vegetation growth and response parameters for Black box. 

Description Value Units 

Canopy albedo 0.1 – 

Soil albedo 0.15 – 

Rainfall interception coefficient 0.001 m LAI–1 d–1 

Light interception coefficient –0.42 – 

Maximum carbon assimilation rate 0.01 kg C m–2 d–1 

Canopy conductance model slope value 0.7 – 

Maximum plant available soil water potential –350 m 

IRM weighting of water relative to light 1.13 – 

IRM weighting of nutrients relative to light 0.3 – 

Temperature when growth rate is half optimum 10 °C 

Temperature when growth rate is optimum 20 °C 

Saturation light intensity 1200 µmoles m–2 d–1 

Specific leaf area 12 m2 kg–1 

Salt sensitivity factor 1.0 – 

Aerodynamic resistance 20 s m–1 

 

The vegetation parameters required by WAVES were set using a combination of literature 

(Hodges, 1992; Hatton and Dawes, 1993) and measured values (Table 5.3). The maximum plant-

available soil-water potential was set from seasonal observations of predawn leaf-water potentials 

(Eldrige et al., 1993). Predawn leaf-water potentials were measured using a pressure bomb and 
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diurnal changes in stomatal conductance by porometry. WAVES does not calculate canopy aero-

dynamic resistance (ra) dynamically, and the constant value in Table 5.3 corresponds to a wind 

speed of 1–2 m s–1 at 2 m above a canopy height of 6–12 m. The static leaf area index was esti-

mated by Taylor (1993) as 0.23, 0.29, 0.28, 0.42, and 0.19 for sites S1, S3, S4, S5, and S6 respec-

tively.  

The flood depth and duration were measured using the depth of water in the river at Lock 6. The 

five monitored sites are at different elevations and were flooded for 17, 30, 78, 61, and 14 days 

respectively. 

5.2.5 Model Calibration 

All calibration was done manually, i.e. software that optimizes parameters for a least squares or 

other error criteria was not used. The calibration approach required a compromise between the 

degree a parameter could be adjusted for an individual site, and the degree of parameter variation 

across sites. Parsimony was also exercised when estimating the number of distinct soil layers 

within each soil profile. 

For λ and C, a simulation was run and their values were adjusted until the modelled water content 

profiles showed the correct shape before and after the flood. This adjustment fitted the moisture 

retention curve, i.e. the ψ vs θ relationship, and helped to compensate for the properties of the 

surface clay. Fitting of Ks was done after λ and C were set. A simulation was run, and Ks adjusted, 

until the modelled salt fronts moved the observed distance after the flood. 

The calibrated values of soil hydraulic parameters are given in Table 5.4. The calibrated values of 

λ and C were physically sensible, i.e. larger for the horizons with higher clay content. One of the 

more encouraging aspects of the work is the general consistency of the calibrated soil hydraulic 

parameters across the five sites, each with different leaf area, watertable level dynamics, and 

flood duration. We are therefore confident that the soil hydraulic properties are representative of 

the soils in the area of the observation sites. 

There was good agreement in general between the measured and modelled profiles before and 

after the flood (Figs. 5.6 to 5.11 for sites S1, S3, S4, S5 and S6 respectively). However, the mod-

elled salt in the 0–1 m layer in particular, was less than observed. This suggests that the leaching 

process in this layer is relatively inefficient and that not all the solute is readily mobile. This is not 

unexpected in aggregated clay soils. The assumption explicit in using Richards’ equation that the 

soil matrix is rigid is inappropriate in the surface cracking clay, and will contribute to the en-

hanced modelled leaching. 
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Table 5.4. Calibrated values of BW parameters for each soil horizon at each site. 

Depth 

m 

Texture 

Code 

Ks 

m day–1 

θs θr λ 

m 

C 

Site 1       

0.0–0.6 T3 0.006 0.36 0.1 0.5 1.05 

0.6 + T2 0.006 0.36 0.1 0.3 1.04 

Site 3       

0.0–0.7 T4 0.002 0.4 0.1 1.0 1.10 

0.7–1.0 T3 0.006 0.36 0.1 0.5 1.05 

1.0–1.4 T2 0.006 0.36 0.1 0.3 1.01 

1.4 + T1 0.05 0.36 0.05 0.2 1.01 

Site 4       

0.0–0.6 T3 0.002 0.36 0.1 0.5 1.04 

0.6–0.9 T4 0.002 0.45 0.1 1.0 1.10 

0.9 + T1 0.05 0.36 0.05 0.2 1.01 

Site 5       

0.0–0.6 T4 0.002 0.5 0.1 1.0 1.10 

0.6–0.8 T2 0.003 0.4 0.1 0.5 1.05 

0.8 + T1 0.05 0.36 0.05 0.2 1.01 

Site 6       

0.0–0.3 T3 0.002 0.45 0.1 0.6 1.10 

0.3–0.75 T4 0.002 0.45 0.1 1.0 1.10 

0.75–1.8 T3 0.002 0.45 0.1 0.5 1.10 

1.8 + T4 0.002 0.45 0.1 1.0 1.10 

 

The plant growth model had two fitted parameters. The slope parameter g1 was calibrated to give 

good results on measured transpiration rates and soil-water profiles. The leaf carbon partitioning 

factor was calibrated to give a realistic range of leaf mass consistent with that observed for the 

25 year simulations. Fig. 5.12 shows measured and modelled rates of transpiration at Site 1, from 

October 1993 to March 1994. While we expect the magnitude of transpiration to be right, the 

figure shows the model feedbacks reproduces well the changes in transpiration rates due to the 

flood event, and changing season. 
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Fig. 5.7.  Observed (open symbol) and predicted (filled symbol), (a) water and (b) salt  

profiles, from Site 1, for pre-flood (circles, January 1994) and post-flood (squares, April 

1994) conditions. 

 

 

Fig. 5.8.  Observed and predicted, (a) water and (b) salt profiles, from Site 3, for pre-flood 

(January 1994) and post-flood (April 1994) conditions. 



 137 

 

Fig. 5.9.  Observed and predicted, (a) water and (b) salt profiles, from Site 4, for pre-flood 

(January 1994) and post-flood (April 1994) conditions. 

 

 

 

Fig. 5.10.  Observed and predicted, (a) water and (b) salt profiles, from Site 5, for pre-flood 

(January 1994) and post-flood (April 1994) conditions. 
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Fig. 5.11.  Observed and predicted, (a) water and (b) salt profiles, from Site 6, for pre-flood 

(January 1994) and post-flood (April 1994) conditions. 

As a further test of the calibration parameters, WAVES was run with observed groundwater and 

climatic data until January 1995 when the sites were monitored again. Fig. 5.13 shows the ob-

served water and salt profiles at Site 1, and the model results using the original two soil layer 

description and a four soil layer model. It is apparent there is a lens of material at 0.3 m with 

different water holding properties to the two original layers; the water content changes but the 

measured matrix potential does not, indicating the profile is uniformly at residual water content. 

There is no better agreement with salt profiles using the four layer model because the movement 

of salt has been halted by the absence of water to move it. 

 

Fig. 5.12.  Measured and modelled transpiration at Site 1 before and after the flood event. 



 139 

 

Fig. 5.13.  Observed (open squares) and predicted, (a) water and (b) salt profiles, at Site 1 

using two (filled squares) and four (filled triangles) soil layers for January 1995. 

This does raise an important philosophical question for the modeller: what detail is required? If 

we are interested in short term flood dynamics to examine flood leaching events and closely 

matching profiles of salt and water, for example, then four layers would be appropriate. If we are 

interested in long term dynamics, retaining the important feedbacks and vertical detail, on longer 

term effects of salinisation on vegetation health, then use of two layers is adequate. We must also 

confront the question of the destructive nature of the sampling for salt and water profiles. The 

observed data approximate because of heterogeneity, so that exact matching is problematic. 

5.2.6 Long Model Runs 

The soil hydraulic and vegetation parameters were calibrated using a relatively short period of 

180 days. The model parameters were further tested using a 25 year simulation run, from 1970 to 

1995, to compare the response of the system to measured climatic and river dynamics at two sites. 

The long term behaviour should be consistent with field observations of vegetation decline in 

relation to salinity, and numerically stable. These simulations also illustrate the potential applica-

tions of the calibrated model. Sites 1 and 6 were used in the simulations, because they show 

strong contrast in soil type while having the same elevation and flooding extent. The main fea-

tures to observe in the simulations are: (1) the development of a moving salt front from the deep 

watertable, which is consistent with field observation, (2) a 5 to 10 year period of vegetative 

decline from a shallow saline watertable; this is again consistent with field observations at shal-

low watertable sites, and (3) relatively long periods of consistent leaf area that drop within two 

years to a new level; this behaviour is consistent with Hatton and Wu (1995) who suggested that 

trees retain leaf area until sufficient stress has built up to necessitate a dramatic loss of leaves. 
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Fig. 5.14a shows the simulated leaf area and water availability scalar (used in the plant growth 

model) over 25 years at Site 1. Floods inundated the sites for a total of 219 days between 1974 

and 1977. They are clearly shown in the water availability scalar, when much of the salt in the 

root zone is flushed down to the groundwater table. The water availability remains relatively high, 

around 80%, until 1990; this corresponds with a period of slow leaf area development. However, 

as salt builds up in the root zone (Fig. 5.14b), and especially in the top 2 m of soil, both water 

availability and leaf area show alarming decline. The only other flood of note is that in 1994 

studied in this work. This site is currently rated as relatively healthy (Walker et al., 1996, Ch. 10). 

 

Fig. 5.14.  Results of a 25 year simulation at Site 1, showing (a) water availability scalar and 

leaf area index, and (b) profile of soil water salinity. 

Fig. 5.15a shows the simulated leaf area and water availability scalar over 25 years at Site 6. The 

soils at this site are heavier than Site 1, and the groundwater salinity is less. The net result is that 

the flood has resulted in only limited leaching of salt and only to 2 m depth. However, the conse-

quent salt build up is mainly in the surface soil where a large bulge has developed. The leaf area 

and water availability graphs show little variation over the 25 years of simulation, indicating that 

the heavy soil acts as a buffer to both flooding and salt accumulation. Fig. 5.15b shows a salinity 

bulge forming in the profile between 1 and 2 m depth. This is consistent with the field observa-

tions made for the calibration exercise, and corresponds to a natural soil layer of low sorptivity at 

this site. Again note the steady build-up of salinity over time. 

5.2.7 Comparison with other Models and Data 

The hydraulic parameters shown in Table 5.4 were used to calculate maximum steady-state 

groundwater discharge with a watertable at 4.0m, after the method of Jolly et al. (1993). From 

Site 1, rates vary from 6.1 to 7.0 mm yr–1, which compare favourably to Jolly’s estimated value of 
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8.0 mm yr–1 from deuterium profiles from a bare site, and our modelled rates of 3.6 mm yr–1 for 

the vegetated site. This result is very encouraging since it was not calibrated directly: it is a result 

of calibrating transpiration and modelling soil-water dynamics realistically. 

 

Fig. 5.15.  Results of a 25 year simulation at Site 6, showing (a) water availability scalar and 

leaf area index, and (b) profile of soil water salinity. 

The WAVES growth model requires a parameter that is the maximum proportion of gross assimi-

late partitioned to above-ground carbon pools, i.e. leaves and stems. The final actual amount is a 

function of this value and the water availability; less available water causes more resources to be 

devoted to root development. The calibrated maximum partitioning of 17% to leaves, 17% to 

stems, and 66% to roots is remarkably consistent with McMurtrie’s (1985) partitioning of 

20:20:60 for a “poor quality wooded site”. Such a result shows that the internal feedbacks within 

WAVES reasonably represent the processes. The calibrated slope of the modified Ball et al. 

(1987) equation yielded canopy resistance of 120–4500 s m–1, and averaging 330 s m–1. 

McNaughton and Jarvis (1991) reported resistances of 50 s m–1 for well watered crops and pas-

tures, around 100 s m–1 for forest and wild vegetation, and resistances of 250 s m–1 or more “in 

arid lands where leaf area index is very small, or the vegetation is suffering severe water stress”. 

These reported values compare very well with those modelled with WAVES. 

5.2.8 Conclusions 

The parameterisation of the physically based ecohydrological model WAVES, has given good 

prediction of the rate of soil drying after flooding, the rate of chloride leaching during flooding, 

and the rate of transpiration for a 6-month monitoring period. The good performance of WAVES 

in fitting both water and salt profiles is encouraging. If this exercise were performed for a single 

site only, then these results would have less significance. However, the good performance at a 
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range of sites with different soil layering, flooding and vegetation covers is significant for this 

type of model. 

Empirical models of salt and water balances generally do not give vertical distributions of water 

and salt at a site, and do not easily handle changing groundwater levels or floods. Further, their 

fitted parameters may vary greatly between sites such as these. However, if point-based SVAT 

models can identify critical parameters and processes of interest, in the future simpler models may 

be developed that only model these critical feedbacks but at the whole floodplain scale, say within 

a GIS framework, and may be compared to remotely sensed data (Taylor et al., 1996). 

The utility of the calibrated model is clear. It can be used to explore the likely impacts of flooding 

patterns, along with the time scale of plant response. This can aid in the definition of a critical 

groundwater depth, or flooding frequency, for a given level of plant health or cover. All of these 

results may be site dependant also, so that the mean return period required to keep vegetation at 

Site 6 “relatively healthy”, with water availability at 30% or greater for example, may be greater 

than for Site 1, which might be shown to have more rapid salinisation. The experience at Site 5 

with a fresh water lower boundary condition, has also given useful insight into the processes 

occurring near creeks on the floodplain. 

This paper is the first in a series from continuing work at Chowilla and other floodplain areas 

along the River Murray. Othe papers describe in detail (1) development of the new plant growth 

model (Slavich et al., 1998), (2) alternate management scenario modelling using the calibrations 

established here, and (3) comparison of WAVES with a simpler lumped model of water and 

solute behaviour to evaluate critical processes, and how well they can be reproduced by simpler 

means. 

Engineering for human benefits has had a dramatic negative effect on health of riparian vegeta-

tion. The decisions on river management are being made now by committees responsible for areas 

along the river course, such as the Chowilla Working Group. The ability to evaluate and plan 

management regimes for the best ecological benefits, may ultimately result in the stabilisation and 

conservation of these fragile and important areas. 
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Abstract 

Shallow saline watertables underlie large areas of the Riverine Plains of the Murray Basin of 

southern Australia. It is believed that deep-rooted perennial plants in these areas are able to re-

duce recharge and use shallow groundwater, thus controlling groundwater levels. Lysimeters 

represent the best experimental technique for investigating capillary upflow from shallow watert-

ables and the associated processes of salt accumulation, plant water use, and growth response. 

Techniques involving stable isotopes of water help determine the components of upflow due to 

vegetation. When combined with models that simulate salt and water movement in the soil zone 

and the plant water use and growth, we can thoroughly test our understanding of salinity proc-

esses and the ability of plants to control watertables. Results from WAVES simulations of plant 

growth, evapotranspiration, groundwater uptake, salt accumulation, and the impacts on lucerne 

growth are compared against measurements made in lysimeters at Griffith, NSW, Australia. With 

minimal calibration, WAVES was able to reproduce both the daily and seasonal variation in 

evapotranspiration, upward flux from the groundwater table, plant growth in terms of leaf area 

development, soil water profiles, soil water salinity, and root water extraction patterns. There was 

a decline of 36% in transpiration, 42% in leaf area growth, and 67% in upward flux after the 

salinity of the watertable was increased from 0.1 dS/m to 16 dS/m. Although upward flux of 

water was large, lucerne used little of it (< 20%), preferring ‘fresher’ rainfall and irrigation water 

near the surface. Given the tests presented in this work, we think WAVES is applicable to irri-

gated agricultural systems. 
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5.3.1  Introduction 

Changes in agricultural practice in Southern Australia have led to increases in groundwater re-

charge, which in turn have led to rising watertables and increased salinisation. However, reducing 

groundwater recharge is not always the best way of controlling salinity. For regional groundwater 

systems the extractions must be increased; it is not enough to reduce inputs. The management of 

these groundwater systems relies on a combination of engineering options (pumping, drainage, 

disposal), biological controls (tree plantations, perennials on shallow watertables), and recharge 

reduction (increased irrigation efficiency). 

The Riverine Plains in southern Australia is an example of an area underlain by regional ground-

water systems. A combination of irrigation and increased pressures in the confined groundwater 

systems has led to large areas of shallow water tables. Plantation forests on farms with shallow 

saline watertables, revegetation of saline agricultural land and reduced leaching fractions are 

being proposed as part of the overall management options. These would create areas where there 

is a net flux of water from the groundwater into the soil zone. This water would be lost from the 

soil either by evaporation or by transpiration and the salt would accumulate and be concentrated 

in the root zone. There is concern that this will affect the sustainability of these management 

options. 

Whereas there has been a number of past studies of plant response to salinity, few have dealt with 

the interactions between plant water uptake, salt accumulation, groundwater salinity and plant 

growth. For dryland areas, lucerne has been proposed as an option to not only reduce recharge but 

to access shallow groundwater. In the irrigation areas of the Riverine Plains, lucerne is commonly 

irrigated and it has been suggested that by reducing irrigation, lucerne may be able to use shallow 

fresh groundwater. 

Capillary upflow from groundwater and salt accumulation in the soils are difficult parameters to 

measure in the field. Lysimeters offer an option for measuring these and other components of the 

water budget simultaneously in a field-like situation. The lysimeter facilities at Griffith, N.S.W, 

allow accurate measurement of capillary upflow and drainage, concurrent with measurements of 

rainfall, irrigation, evapotranspiration, soil moisture content, plant leaf area index, soil water 

salinity, and isotope analyses (Smith et al. 1996). 

While a lysimeter can be used to measure capillary upflow, it can not be used for determining 

how much of this upflow is being used by the plant. Stable isotopes of water have been used in a 

number of recent experiments to help determine sources of water used by plants and plant water 

use strategies. Often the main limitation to successful use of isotopes is the similarity of the stable 

isotope composition of the various sources. This leads to poor discrimination of the relative 
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importance of various sources. Within the lysimeter, it is possible to overcome this limitation by 

artificially enriching the isotope composition within the groundwater thus increasing the sensitiv-

ity of the technique (Thorburn et al. 1994). 

The above processes are interlinked and complex and depend on a range of climatic, plant, soil, 

and groundwater factors. Physically based models can provide insights into the behaviour of this 

complex system provided that they are tested against measurements to check that they adequately 

simulate key processes. A tough test on any model is to predict the impacts of changing external 

conditions, particularly when these changes involve most of the key processes. 

This paper describes a lysimeter, isotope and modelling study aimed at testing our understanding 

of lucerne grown over shallow water tables. It explores what happens to lucerne, a deep-rooted 

perennial, when irrigation is reduced to the extent that there is a net upward flux from the 

groundwater into the soil zone. During the course of a lysimeter experiment conducted at Griffith, 

NSW, the water table is changed in both depth and salinity and the groundwater is ‘doped’ with 

isotopically enriched water. A complex soil–vegetation–atmosphere transfer model, WAVES, is 

calibrated on pre-change data and only two parameters allowed to vary during this calibration. 

Model predictions of responses of transpiration, capillary upflow, lucerne growth and salt accu-

mulation to changed water table conditions are compared with measured responses. If we can 

accurately model several different water balance responses, thus eliminating the possibility of 

compensating errors in other processes, we should feel confident in using WAVES to assess the 

suitability of lucerne, and perhaps other vegetation types, for management systems aimed at 

controlling groundwater levels. 

5.3.2 Materials and methods 

Field experiment 

The field data collected has been presented in detail by Thorburn et al. (1994) and Smith et al. 

(1996). It was carried out during the period of 1990 to 1993 at CSIRO Land and Water, Griffith 

Laboratory, N.S.W., Australia (34°17′S, 146°03′E). Two weighing lysimeters each consisted of a 

concrete outer and steel inner box were installed. Each inner box encased an undisturbed soil 

core. The dimensions of the Lysimeter 1 (L1) are 1.2 m wide by 1.45 m long by 1.5 m deep, and 

those of Lysimeter 2 (L2) are 1.05 m wide by 1.3 m long by 1.7 m deep. The soil in L1 was 

Hanwood loam (Butler, 1979; Northcote, 1981), a Rhodoxeralf, and the soil in L2 was Mundiwa 

clay loam (van Dijk, 1961; Northcote, 1981), also a Rhodoxeralf. The Handwood loam has red-

brown sandy loam (60% sand, 10% silt, and 30% clay) to 0.25 m depth and light brown clay 

(35% sand, 5% silt, 50% clay, and 10% calcium carbonate) from 0.25 to 1.5 m. The Mundiwa 

clay loam has brown sandy clay loam (60% sand, 23% silt, and 17% clay) to 0.2 m, a dark reddish 
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brown heavy clay (25% sand 14% silt, and 61% clay) to 0.6 m and with mottled yellow red clay 

to 1.7 m (Loveday et al., 1984). Mass changes of both lysimeters were calculated daily from load 

cell output and resolution of the lysimeters was equivalent to 0.05 mm water depth. Upward flux 

from the watertable was measured daily as the volume of water supplied by the Mariotte tank to 

maintain a constant watertable. 

The field had been fallow following a maize crop in 1989–90. Lucerne (WL Southern Special) 

was sown on 10 October 1990 in rows 175 mm apart. The leaf area index was determined using in 

situ tube solarimeters on each lysimeter and converting intercepted irradiance values using a 

locally calibrated function (Meyer et al., 1990). Lucerne in both lysimeters were routinely cut and 

it took approximately one month for established lucerne to exceed a leaf area index of 3. The field 

was irrigated using a sprinkler system to maintain a high water status. Irrigation was applied to 

both lysimeters and the surrounding field with the application of irrigation based on a soil water 

deficit of 80 mm in L1. Soil moisture contents were measured using a field-calibrated neutron 

probe (Smith et al., 1996). 

A non-saline watertable (EC 0.1 dS m–1) at 60 cm below the soil surface was established before 

sowing and was dropped to 100 cm in March 1991 using the Mariotte tanks. In March 1992, a 

saline watertable was introduced (EC 16 dS m–1) and maintained at 100 cm until the end of the 

experiment. Soil water was extracted from each lysimeter at seven depths using ceramic suction 

cups, and the electrical conductivity (EC) was measured. 

An automatic weather station was located immediately adjacent to the field on the western side. 

Wet and dry bulb temperature was measured using temperature sensors with a standard muslin 

wick. A tipping bucket rain gauge recorded rainfall amount and duration. Solar radiation was 

measured 1 m above the canopy using a Delta-T6 TS81L tube solarimeter.  

Stable isotope ratios of hydrogen (2H/1H) and oxygen (18O/16O) were measured in the ground-

water, soil water, and plants to trace the uptake of the saline groundwater by plants. To facilitate 

the tracing, the saline groundwater was made isotopically distinct from rainfall and irrigation 

water by doping with 2H2O. From February 1992 soil solution samples were extracted immedi-

ately after each irrigation application for isotopic analysis. Between irrigation events, samples of 

three plant crowns were taken on 15 occasions for isotopic measurements. The final four were 

taken weekly in April 1993, after irrigation ceased and the lysimeter soil was allowed to dry. 

At each sampling time a section of the crown of the three plants was removed and placed in a jar 

containing kerosene (Thorburn and Mensforth, 1993). Water was extracted from the plant sample 

using azeotropic distillation (Thorburn et al., 1993). Analyses for 2H was performed by reduction 

of 25 µl of water to hydrogen gas over uranium at 800°C (Bigeleisen et al., 1952). Values of 18O 
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were determined by a modification of the Epstein and Mayeda (1953) CO2 equilibration technique 

using 1 ml of water. All isotopic ratios were expressed as standard δ notation:  

1000 * 1)R/(R = (‰) si −δ  (5.1) 

where R is the ratio of heavy to light isotope, the subscript i indicates the isotope samples, and s 

the ocean water standard (V-SMOW). 

Model calibration 

The two WAVES vegetation parameters that dynamically allocate carbon, maximum above and 

below ground partition factors, were calibrated to match leaf area index over the period of 1990 to 

1991. Solute concentration, upward water flux, leaf area index, evapotranspiration, and soil 

moisture contents for the period 1990–93 were used as a test of the model. Vegetation parameters 

for lucerne were initially set to those used by Zhang et al. (1999) in a dryland setting. The maxi-

mum assimilation rate of carbon and light extinction coefficient were taken from Whitfield et al. 

(1986). The saturated soil moisture content was set from measurements made with a neutron 

probe, and saturated hydraulic conductivity was estimated based on observed infiltration rates. 

The moisture characteristic shape parameters of the BW soil model were estimated from the 

texture profile description and fitted to observed capillary fringes in the soil. 

Once the model was calibrated, it was run for the period 1990–93 using measured meteorological 

data, irrigation data, prescribed groundwater tables, and salinity data. No change was made to any 

parameter values after the saline groundwater table was introduced. 

5.3.3 Results and Discussion 

Leaf area development 

During the period of the experiment, lucerne was routinely cut and the measured leaf area index 

varied between 0.05 and 4.0 (Fig. 5.16). Lucerne grown in L2 was less well established in the 

1990–91 season with average leaf area index of 1.5 compared to 1.9 in L1. The maximum leaf 

area index in L2 was 2.8 compared to 3.7 in L1. The difference in leaf area index may be due to 

the soil conditions limiting seedling vigour and root growth (Meyer et al., 1996). The root length 

density in L2 was much lower than that in L1 due to the presence of a heavy clay layer (Smith et 

al., 1996). WAVES does not model root length density, but root carbon. There is no measured 

data against which to compare this. 
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Fig.5.16. Comparison of modelled (  ) and measured ( ) leaf area index (LAI) for (a) 

Lysimeter 1 and (b) Lysimeter 2. 

Once established as described in the previous section, lucerne exceeded a leaf area index of 3.0 

by, on average, 28 days after a cut. The modelled leaf area index agreed very well with the meas-

urements and they showed similar temporal patterns, except for the winter period (May to Au-

gust) (Fig. 5.16). The large difference between modelled and measured leaf area index in winter 

was probably due to dormancy. If these winter periods are excluded, linear least-squares regres-

sion of modelled to observed leaf area index gives a slope of 0.91 with a zero intercept, regression 

coefficient (r2) of 0.90, and root mean square error (RMSE) of 0.46. It was observed that the 

lucerne in the lysimeters started to lose leaves when the minimum air temperature was below 5°C. 

This specific dormancy behaviour is not modelled by the generic growth model in WAVES. In 

other models with specific modules to handle individual crop types, such as APSIM (McCown et 

al. 1996), such effects are incorporated with extra parameters in the detailed phenological descrip-

tions. This period exhibits very low transpiration (1.2 mm day–1) due to climatic controls not 

vegetation. Since WAVES incorporates the atmospheric demands directly, this period of low 

evaporation is modelled accurately in water-balance terms. Further, the fact that only allocation 
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parameters needed to be calibrated implies the form and feedbacks within WAVES growth model 

are robust and appropriate. 

Evapotranspiration and upward flux 

There is good agreement between modelled and measured monthly evapotranspiration for both 

lysimeters (Fig. 5.17). For L1, least-squares linear regression yielded a slope of 1.06 with zero 

intercept, r2 of 0.86, and RMSE of 0.96 mm day–1. In L2, the slope was 1.06, r2 of 0.82, and 

RMSE of 0.92 mm day–1. Evapotranspiration showed significant temporal variations. In the 

summer months, daily evapotranspiration rate exceeded 15 mm day–1 and dropped to less than 1 

mm day–1 in the winter periods. 
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Fig. 5.17. Comparison of modelled () and measured ( ) monthly evapotranspiration for 

(a) Lysimeter 1 and (b) Lysimeter 2. 

Evapotranspiration rates from L2 were consistently lower than those from L1, especially for the 

period of 1990–1991. For the entire period, observed evapotranspiration from L2 was 80% of that 

from L1. The difference between the two lysimeters may be due to the presence of the heavy clay 

layer in L2, which caused the lucerne to grow less vigorously than the surrounding plants (Meyer 
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et al., 1990). As a result, lucerne grown in L2 before saline watertable introduction had 10% less 

leaf area index than L1 (Fig. 5.16). Average annual irrigation for 1990–92 was 730 mm, and 

rainfall was 90 mm. Despite these inputs, average actual evapotranspiration rate (5 mm day–1) was 

only half of the average potential evapotranspiration rate (10 mm day–1) estimated using the 

Penman–Monteith equation with zero canopy resistance. Thus, evapotranspiration was supply 

limited and controlled by soil hydraulic properties. WAVES successfully modelled evapotranspi-

ration from the two lysimeters with the only difference being soil profiles and properties  

(Table 5.5). 

Table 5.5. List of Broadbridge–White soil parameters and soil layer depths used in the study 

Site Depth (m) Ks (m/d) θs θd λc (m) C 

Lysimeter 1 0–0.1 

0.1 – 0.3 

0.3 – 0.6 

0.6 – 1.5 

0.07 

0.05 

0.02 

0.02 

0.30 

0.35 

0.45 

0.38 

0.12 

0.20 

0.20 

0.15 

0.2 

0.3 

0.4 

0.3 

1.01 

1.05 

1.05 

1.05 

Lysimeter 2 0 – 0.1 

0.1 – 0.2 

0.2 – 0.6 

0.6 – 1.7 

0.08 

0.04 

0.01 

0.001 

0.30 

0.35 

0.40 

0.40 

0.12 

0.20 

0.25 

0.25 

0.2 

0.3 

0.4 

0.4 

1.01 

1.05 

1.10 

1.10 

 

The modelled monthly upward flux was also in good agreement with the measurements and 

showed similar trends to evapotranspiration (Fig. 5.18). The ratio of the upward flux to 

evapotranspiration varied between 25 to 65% and decreased after the saline groundwater table 

was introduced. These results suggest that the magnitude of upward flux was significant com-

pared to the evapotranspiration (Table 5.6). However, it does not necessarily follow that upward 

flux accounted for up to 65% of the evapotranspiration. 

The modelled and measured soil moisture contents at 10, 20, 60, and 100cm depths are shown in 

Fig. 5.19. It is clear that WAVES was able to accurately reproduce the daily and seasonal varia-

tions in soil moisture for two different soil types. The modelled soil moisture contents agree very 

well with the measurements with RMSE of 0.062, 0.063, 0.030, 0.008 respectively for the four 

soil depths shown in Fig. 5.19a. The modelled soil moisture contents for L2 showed better agree-

ment with the measurements at 10 and 20 cm depths compared to L1, with RMSE of 0.060, 

0.053, 0.035 and 0.016 at the four depths in Fig. 5.19b. The differences between modelled and 

measured soil moisture contents for L1 are relatively large at 10 and 20 cm depths for the period 

of October 1991 to February 1992 (Fig. 5.19). 
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Fig. 5.18. Comparison of modelled () and measured ( ) upward flux for (a) Lysimeter 1 

and (b) Lysimeter 2. 

The distribution of root water extraction is a dynamic process influenced by soil water salinity, 

and root carbon distribution. Many functions have been proposed to represent water uptake by 

roots (Molz, 1981). The difficulty of incorporating microscopic variables such as root length and 

diameter into a macroscopic model is well known. Models that simplify the system, not requiring 

the measurement and modelling of these microscopic processes for a daily water-balance, offer 

the most practical tools. In WAVES, the proportion of transpiration taken from a depth node is a 

function of the amount of root present, and the osmotic and matric potentials at that node. Further, 

salinity in the root zone decreases apparent water availability, which feeds back to the plant as 

decreased assimilation and transpiration. WAVES assumes that matric and osmotic effects are 

identical to the plant in creating water stress, except that the sensitivity of the plant to salt may 

magnify or reduce the apparent osmotic potential. WAVES only simulates osmotic effects of salt 

on water availability, and not specific toxicity of high salt concentrations on roots. These ap-

proaches, and variations of them, are detailed in Meiri (1984). 
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Fig. 19a.  Modelled and measured soil moisture content at 10, 20, 60, and 100 cm  

(lysimeter 1) 
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Fig. 19b.  Modelled and measured soil moisture content at 10, 20, 60, and 100 cm  

(lysimeter 2) 
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Fig. 5.20. Comparison of the δδδδ2H values of groundwater, water extracted from lucerne 

plants, and calculated from the WAVES model during the experiment for (a) Lysimeter 1 

and (b) Lysimeter 2. 

Root water extraction patterns 

To evaluate the plant water extraction patterns in the root zone and groundwater uptake, the plant 

and groundwater δ2H values were analysed. It is clear that plant δ2H values were substantially 

different from those of the groundwater (Fig. 5.20) and Thorburn et al. (1994) concluded that 

only small (i.e. < 20%) proportions of saline groundwater were taken up by the plants. To com-

pare modelled plant δ2H values, we calculated the following: 

δ 2H =
ETi

i = 1

n

∑ δ 2 Hi

ETi
i = 1

n

∑
 (5.2) 

where δ 2 H is the modelled average plant δ2H value, ETi is the plant water extraction at depth i 

simulated by WAVES, δ 2Hi is the measured soil water values at soil depth i.  

The results shown in Fig. 5.20 indicate that the modelled plant δ2H values agree very well with 

the isotope measurements, and this provided an independent test for the model in terms of root 
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water extraction. Using the water balance terms from WAVES, and assuming that irrigation, 

rainfall, and stored soil water were used in preference to saline groundwater, we estimate that 

19% of the upward flux was actually used by the plants for transpiration. Saline water moving 

from the water table would have replenished soil water deficit caused by the plant water uptake of 

fresh water from rainfall and irrigation. Given that the potential evaporation was very high and 

the lucerne did not use appreciable amounts of groundwater, actual evapotranspiration and capil-

lary upflow would have to decline. This is supported by the fact that both evapotranspiration and 

upflow decreased substantially when the water table was saline (see Figs. 5.17, 5.20, and Table 

5.6). These results are consistent with the conclusions of Thorburn et al. (1994). Fig. 5.21 shows 

how the modelled root water extraction pattern changed as a result of the increase in salinity of 

the groundwater. These results indicate that WAVES accurately simulated the upward flux of 

groundwater, plant water extraction patterns, and salinity feedbacks to plants. 
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Fig. 5.21. Root water extraction patterns on 28 February 1992 (fresh water ()) and on 3 

March 1993 (saline water (- - -)) for Lysimeter 1. The saline water table was introduced on 4 

March 1992 and maintained at 1.0 m until end of March 1993. 

Impact of saline watertable on lucerne growth and water uptake 

WAVES models coupled water and conservative solute dynamics (Dawes and Short, 1993). As 

described in the previous section, WAVES also models the osmotic feedback of salt in the root 

zone on carbon assimilation, transpiration, root growth, and root water extraction. The salinity in 

the root zone depends on groundwater salinity, upward water flux, root water extraction patterns, 

rainfall, and drainage. Fig. 5.22 shows good agreement between modelled and measured soil 

water salinity. While there appears to be some systematic error in the profile salinity, this could 

be due to collecting water samples by suction applied to ceramic cups. 
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The convection of solutes was the dominant process, while diffusion and mechanical dispersion 

played roles in reducing the solute gradients within the soil profile (Fig. 5.23). The magnitude of 

the errors in the modelled salt concentration due to neglecting either diffusion or dispersion was 5 

dS/m. It has been suggested by Morris (pers. comm. 1997) that salt diffusion plays a significant 

role in the sustainability of vegetation. This measurement and modelling exercise suggests that 

this is not the case in this irrigated environment.  
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Fig. 5.22. Comparison of modelled and measured soil water salinity for (a) Lysimeter 1 and 

(b) Lysimeter 2. 

Under drying conditions, diffusion and dispersion result in lower salt concentration around maxi-

mum root length density and higher salt concentration close to the surface (Fig. 5.22b) (Bresler, 

1972). If these processes were not considered, plants would have had less uptake near the watert-

able, not use as much groundwater, and actual evapotranspiration rates could decline, as the 

surface soil store is depleted. 

The introduction of a saline groundwater table in March 1992 had a noticeable impact on the leaf 

area index (Fig. 5.16), evapotranspiration rates (Fig. 5.17), and upward flux (Fig. 5.18). During 

the period of 1992–1993, average leaf area index was reduced by 41%, average evapotranspira-

tion was reduced by 36% (potential ET dropped by 16%), and average upward flux was reduced 

by 67% (Table 5.6). These decreases can be attributed to an increase in salt in the root zone. 

Measurements showed that electrical conductivity (EC) of soil water in the root zone was very 

high, 25 dS/m, toward the end of the experiment (Fig. 5.22) as a result of saline groundwater 

movement. The high salinity of the soil water reduces the water availability to plants and hence 

limits plant growth (Hillel, 1980). WAVES was able to model these changes with the parameters 

measured and calibrated for the period 1990–1991, as outlined in section 5.2. 
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Fig. 5.23. Modelled soil water salinity and soil moisture content profiles after irrigation (a) 

and during drying (b). The convection, diffusion, and dispersion terms were considered 

(solid line), dispersion term was omitted (open square), and diffusion term was omitted 

(solid circle). 
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Table 5.6.  Effect of saline groundwater table on evapotranspiration, upflow, and leaf area 

index. 

  Before   After  

 ET Upflow 

(mm/d) 

LAI 

(mm/d) 

ET Upflow 

(mm/d) 

LAI 

(mm/d) 

 

Lysimeter No. 1 

WAVES 

5.9 

5.3 

3.3 

3.7 

2.2 

2.4 

3.8 

3.7 

1.1 

1.3 

1.3 

1.7 

 

Lysimeter No. 2 

WAVES 

4.4 

4.1 

2.2 

2.3 

1.9 

2.3 

3.1 

3.0 

0.7 

0.8 

1.4 

1.8 

 

Lysimeters are artificial environments. In the field where groundwater levels will fluctuate, we 

would expect a reduction in local groundwater levels to occur rather than the large fluxes of 

upflow as observed. This changes the short term behaviour significantly, but at some point in 

time, the lucerne will reach an impediment to root growth or meet the regional groundwater 

heads, and the salinisation of the soil will start at that level. As the deep environment becomes 

more prohibitive for root water extraction, water levels will start to rise again, and salinisation 

will creep toward the surface. This situation emphasises the need for an integrated approach to 

salinity mitigation, combining engineering (e.g. pumping), biological (e.g. deep rooted plants, 

perennial plants, grazing regimes, impact of grazing animals on surface soil properties), and 

irrigation controls (e.g. irrigation amount, and timing). 

5.3.4 Conclusions 

In the presence of a shallow saline groundwater table, lucerne does not appear to derive much of 

its water from the watertable directly, preferring to use ‘fresher’ water stored in the soil profile. 

The size and vigour of the canopy developed decreases with increased salt in the root-zone. Root 

water extraction patterns change as a result of an increase in salinity of the groundwater, and 

exaggerate drying at the surface. The process of drying out the soil water store causes upward 

capillary flow of groundwater, and can have a significant impact on groundwater levels in the 

short term. This capillary upflow causes salt to be brought into the soil and root zones, and this 

leads to a reduction in transpiration, plant growth, and upward flow. If this process operates 

without some irrigation, the lucerne crop would not be sustainable, or there would be a large 

reduction in leaf area. 
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The comparison between experimental results and those of the WAVES modelling showed that 

the assumptions inherent in the model capture the key processes relating to groundwater and 

salinity responses. Only two plant parameters were calibrated and good agreement was found for 

a wide range of measurements including trends in leaf area index, evapotranspiration, groundwa-

ter upflow, soil moisture and salinity profiles. The salinity impacts on water use, root water ex-

traction patterns (from isotope data), and plant growth were fully explained by assuming only the 

osmotic effects of salt, and using the calibration obtained from the fresh groundwater case. 

WAVES also simulated the very different measured responses in a second lysimeter where the 

only difference was the soil profile and hydraulic properties. This gives us confidence that we 

understand the key processes and feedbacks and that the representations of these in WAVES is 

both adequate and appropriate. Thus we can use WAVES to investigate the effect of changing the 

irrigation or groundwater environment on lucerne. With sufficient data, we should be able to 

predict the long-term sustainability of lucerne under any specified management regime. 
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Abstract 

A field and modelling project to investigate episodic recharge in the Mallee region (Hillston and 

Walpeup) of Australia is described. More specifically, the project evaluates the impact of agro-

nomic practices on recharge, and in particular episodic recharge. Episodic recharge is of concern 

because we anticipated that agronomic practices are not likely to affect it significantly. 

Various crop and pasture rotations involving fallow, field pea, Indian mustard, wheat, oats, lu-

cerne, and medic pastures were considered. A biophysically based model (WAVES) was cali-

brated with the field data and then used to simulate soil moisture content, plant growth, and 

recharge under these rotations. 

Results showed that (1) recharge just below the root zone was episodic and that just 10 % of 

annual recharge events contributed over 85 % of long-term totals. Episodic recharge could there-

fore reduce the effectiveness of land management options in controlling recharge; (2) winter 

fallows can increase recharge significantly; (3) changes in land management may take a consider-

able period of time (> 10 years) to have any noticeable impacts on recharge; (4) recharge under 

lucerne was approximately 30 % of that under medic pasture. 
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5.4.1 Introduction 

The rise of groundwater tables and associated dryland salinity have been identified as major land 

degradation problems in the Mallee region of southeastern Australia. This region is characterized 

by a semi-arid climate, and originally a low, sparse woodland of multi-stemmed individuals of the 

genus Eucalyptus. Much of the salinity problem is caused by massive clearing of native vegeta-

tion and the use of shallow-rooted annual crops and pastures (Clifton et al. 1995). These land use 

changes have significantly altered the water balance of the region and led to increased recharge to 

the groundwater system; recharge under native Mallee vegetation is less than 0.2 mm yr–1  

(Allison et al. 1990), but following replacement by annual cropping increases by a factor of 100. 

It appears to be economically and sociably infeasible to restore the natural water balance/recharge 

rate/water table depth by replanting the native vegetation on a sufficient scale, but better man-

agement of agricultural practices may reduce the undesirable effects associated with dryland 

salinity. 

The main emphasis of current salinity control strategies is to enhance plant water uptake to mini-

mize groundwater recharge. For example Clifton and Taylor (1995) propose that land manage-

ment include either improving the growth of existing annual crops and pastures, or replacing these 

with perennial vegetation. The traditional agricultural practice in the Mallee regions involves 

winter fallows in crop rotations and this has been shown to contribute to improved crop yield 

(French 1978; Fischer 1987). However, it has also been shown that winter fallows have caused 

increased recharge (O’Connell et al. 1995). It is desirable to evaluate recharge rates and their long 

term impact on regional water balance and salinity under different crop rotations. 

A number of studies have been conducted to evaluate current rates of groundwater recharge and 

its relationship to environmental factors (Walker et al. 1991; Kennett-Smith et al. 1994). These 

have shown that a simple water balance model can be used to analyse the general factors which 

affect recharge in a region. However, the need for a more detailed physically based model to 

evaluate the effect of different agronomic practices on recharge has also been recoginsed. An 

important step in predicting groundwater recharge is to better understand its episodic nature, how 

it varies across the landscape, and how it is influenced by landuse and agricultural management. 

Physically based models (e.g. Dawes et al. 1997; Hauhs 1990) can help identify key processes 

and the most important factors controlling groundwater recharge, providing information that can 

be used to develop sustainable land management practices. 

Recharge in the Mallee region is generally considered to be episodic in nature. Episodic recharge 

is infrequent significant recharge events. The word ‘significant’ refers to the relative magnitude of 

the recharge. While it is true that better agronomic practices can reduce mean annual recharge, it 

is anticipated that they are not likely to affect episodic recharge significantly. as a result of rare 
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but very large rainfall events. Rainfall in the Australian arid zone is marked by extreme variability 

and that rare, very large rainfall events are important for recharge process. It is therefore the 

distribution of these events that determines the patterns of recharge.  

During the period of 1991 to 1995, two field experiments were conducted at Hillston (New South 

Wales) and Walpeup (Victoria) to study the effectiveness of changing landuse and agronomic 

practices in reducing groundwater recharge (Hume and Mitchell 1996). The purpose of the study 

was to investigate episodic recharge in the Mallee region and to evaluate the impact of agronomic 

practices on recharge, and in particular episodic recharge. 

5.4.2 Field experiments and data 

An integrated program of field experimentation was established on the Mallee Research Station, 

Walpeup, Victoria (35°07′ S, 141°59′ E) and on a farm property near Hillston, NSW (33° 22′ S, 

145° 51′ E). 

The Hillston site was located on aeolian deposits of Devonian hills in the N.E. of the Murray 

Basin. The soil is a calcareous red earth (Stace et al., 1968) with a Northcote classification 

Gn 2.13 (Northcote, 1979; Isbell, 1996). The Hillston experiment was established in a field that 

had been cleared of trees (mallee, bulloak and western red box) in 1988. Two dryland wheat crops 

were grown on the site during 1989 and 1990, and it was ploughed and leveled during 1991 in 

preparation for experiment. The site has a predominant northeasterly aspect and a uniform slope 

of less than 0.3%. The climate is semi-arid with mean annual rainfall of 371mm (1890–1992), of 

which 56–68 % falls in the growing season (May – November). The Hillston site was irrigated 

prior to the commencement of field measurements. 

The Walpeup site was located in a swale within an east–west oriented dune system (Newell 1961; 

Rowan and Downes 1963). The soil is a solonised brown soil (Stace et al. 1968) with a Northcote 

classification Gc 2.22 (Northcote 1979) and has been used for agriculture since being cleared of 

native Mallee vegetation in 1914. The site has a westerly aspect with a uniform slope of 1%. The 

climate is semi-arid with mean annual rainfall of 340 mm (1957–94), of which 65–70% falls in 

the growing season (May – November) but with significant variation in quantity and distribution. 

The mean potential evaporation is approximately 2000 mm yr–1. 

Experimental design 

A common experimental methodology was used at both locations although the cropping treat-

ments differed to reflect local cropping practice. Two perennial plantings; one traditional, and one 

modified rotational cropping treatments were established at each location. The rotational cropping 

treatments were established as a cyclical rotational experiment (Patterson 1963). Each phase of 
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each rotation is expressed in each year of the experiment providing an efficient means of replica-

tion in both time and space. The spatial variability of soil properties was assessed by electromag-

netic survey (Geonics EM38). Experimental treatments were randomly allocated to account for 

these spatial patterns in the ‘blocking’ of the experiment.  

Experimental layout 

The Walpeup experimental site rotational treatments were allocated to 18 plots, each 21 m by 

20 m, and separated from its neighbour by a 5–10 m buffer. Two PVC neutron moisture meter 

(NMM) access tubes were installed 5.5 m deep and 10 m apart in each plot to monitor soil water. 

A fallow rotation treatment (fallow/wheat/field pea) and a continuous crop rotation treatment 

(Indian mustard/wheat/field pea) were established in June 1993. Three years of biomass, soil 

moisture, and climate measurements were made, ending in December 1995. 

Soil data 

The relationships between volumetric water content, hydraulic conductivity, and soil water poten-

tial were described with the Broadbridge and White (1988) soil model. The parameters of the soil 

model were estimated by inverse modelling (Hume and Mitchell 1996). Soil water beneath each 

treatment was measured at intervals of two to four weeks. Measurements at Hillston started in 

November 1991 and continued until December 1995, while the period of measurements at 

Walpeup was from June 1993 to December 1995. 

Meteorological data 

At each site, meteorological data were recorded hourly by automatic weather stations. Wet and 

dry bulb temperatures were measured using temperature sensors with a standard muslin wick at 

Walpeup, and relative humidity measured at Hillston. A tipping bucket rain gauge recorded 

rainfall amount and intensity. Radiation sensors with a uniform spectral response from 500 to 

1000 nm were used to record solar radiation. Missing rainfall data were taken from a manual rain 

gauge on site. Other missing meteorological data were interpolated using measurements from 

neighbouring weather stations. 

Plant growth data 

Plant biomass was sampled several times throughout each growing season, approximately 

3 weeks apart at Walpeup, and one harvest was conducted at Hillston. At each biomass harvest,  

5 × 2 m drill row above-ground samples were dried at 80°C. The date of sowing, emergence, 

anthesis, and grain harvest was recorded for all traditional crops. The percentage green foliage 

was deduced from photographs of each plot at each biomass sampling. Biomass production of 
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cereal crops was assessed at anthesis, by measuring the dry weight of all above ground plant 

material after drying at 45°C for 24 h.  

To compare simulated plant growth with the measurements, we first calculated dry weight of 

green material based on the total dry weight and percentage green foliage. The dry weight of 

green material was converted into leaf area index using specific leaf area values from samples at 

each site or from values of Armstrong and Pate (1994) for field pea, Sharma and Kumar (1989) 

for Indian mustard, and Dawes et al. (1997) for oats and wheat. 

5.4.3 Model implementation 

The saturated and air-dry moisture contents for each soil horizon were estimated from soil mois-

ture measurements (Hume et al. 1996). Initial estimates of saturated hydraulic conductivity were 

measured using disc permeameters (White et al. 1992). The Broadbridge–White soil parameters 

λc and C were initially estimated from an evaluation of the soil texture profiles at each plot. 

Finally the soil parameters were adjusted using inverse modelling (Hume and Mitchell, 1996) 

(Table 5.7). Four plots were selected from the two experimental sites to compare WAVES with 

measurements. Information on vegetation parameters appears in Table 5.8. Some of the vegeta-

tion parameters (e.g. maximum rooting depth) were estimated based on field measurements, while 

others were obtained from literature (Sharma and Kumar 1989, Whitfield et al. 1986; Hodges 

1992; Hatton and Dawes 1993; Armstrong and Pate 1994; Dawes et al. 1997). 

WAVES was run using daily values of maximum and minimum air temperatures, precipitation, 

vapour pressure deficit, and solar radiation. The simulation commenced at 1 January 1992 for 

Hillston, at 1 January 1993 for Walpeup, and ended on 31 December 1995 for both sites. 

The ability to control recharge, especially episodic recharge, by agronomic means was evaluated 

in four modelling scenarios. These crop rotations are typical farming practices in NSW and Victo-

rian Mallee. The first two scenarios compared the effectiveness of annual and perennial pastures 

in controlling recharge. Two crop rotations were modelled; the first was an 8-year sequence of 

fallow/oat/wheat/wheat/(lucerne × 4) (RT1) and the second was the same as RT1 except with four 

year of medic pasture (RT2). WAVES was used to simulate 32 years (1957–89) of deep drainage 

beneath these rotations using inputs of meteorological data measured at Hillston. The soil hydrau-

lic properties at plot 10 and vegetation parameters listed in Table 5.8 were used in the simula-

tions. The effect of fallowing on recharge was evaluated in two further modelling scenarios in 

which WAVES simulated recharge beneath a fallow rotation, medic/fallow/wheat (RT3), and one 

without fallow, medic/medic/wheat (RT4). These two scenarios ran for 33 years (1957–90) using 

meteorological data measured at Walpeup with soil hydraulic properties listed in Table 5.7 and 

vegetation parameters in Table 5.8. To further evaluate the impact of rooting depth on recharge, 
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the second two scenarios were run using deep rooting depth of 100 cm (RT3d and RT4d). In these 

simulations all the model parameters were kept constant, except maximum rooting depth at 

Walpeup, which varied from 50 to 100 cm. 

Table 5.7 Broadbridge–White soil parameters for each soil layer used in WAVES simula-

tions at Hillston and Walpeup 

Plot Soil layer Depth 

(cm) 

Ks 

(m/d) 

θs 

(cm3/cm3) 

θd 

(cm3/cm3) 

λc 

(m) 

C 

 

 

1 

10 

 

 

1 (sandy clay loam) 

2 (sandy clay) 

1 (sandy clay loam) 

2 (sandy clay) 

 

0 – 52 

52 – 375 

0 – 52 

52 – 375 

Hillston 

0.05 

0.05 

0.05 

0.01 

 

0.30 

0.35 

0.30 

0.35 

 

0.05 

0.10 

0.05 

0.10 

 

0.60 

0.42 

0.30 

0.35 

 

1.10 

1.01 

1.50 

1.05 

 

3 & 10 

 

 

1 (sandy loam) 

2 (sandy clay loam) 

3 (sandy clay) 

4 (light clay) 

 

0 – 10 

10 – 18 

18 – 187 

187 – 487 

Walpeup 

0.10 

0.10 

0.01 

0.001 

 

0.40 

0.40 

0.35 

0.35 

 

0.20 

0.05 

0.10 

0.10 

 

0.10 

0.10 

0.30 

0.40 

 

2.00 

1.07 

1.05 

1.10 

 

Table 5.8. Vegetation parameters used to simulate crop and pasture growth at Hillston and 

Walpeup 

Parameter Oats Wheat Mustard Field pea Medic Lucerne 

IRM weighting factor for water 0.2 0.2 0.2 0.2 0.2 0.2 

IRM weighting factor for nutrients 0.5 0.5 0.5 0.5 0.5 0.5 

Specific leaf area 
(m2 kg leaf dry weight)  

12.0 12.0 7.5 10.5 12 12.0 

Slope in conductance model 0.70 0.70 0.70 0.70 0.90 0.70 

Maximum carbon assimilation rate 
(kg C m–2 d–1) 

0.015 0.015 0.012 0.015 0.012 0.01 

Light extinction coefficient 0.65 0.65 0.65 0.65 0.65 0.85 

Temp. for optimum growth (°C) 20 25 21 25 20 20 

Temp. for half optimum growth (°C) 5.0 5.0 7.0 5.0 10.0 10.0 

Degree daylight hours (°C hours) 15000 15000 13000 13500 16000  

Saturation light intensity (µmols m–2 s–1) 1000 1000 1000 1000 1200 1000 

Maximum rooting depth (m) 1.0 1.5 0.3 0.3 1.0 3.0 

Leaf respiration coefficient (kg kg–1 d–1) 0.0015 0.0045 0.0065 0.0025 0.0002 0.0002 

Root respiration coefficient (kg kg–1 d–1) 0.00012 0.00012 0.00012 0.00008 0.0001 0.0001 
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5.4.4 Results and discussion 

Simulated plant growth 

Fig. 5.24 shows a comparison of simulated leaf area index and the measured values for six se-

lected plant types. The model results are in good agreement with the measurements. The predicted 

leaf area index followed the measurements reasonably well for wheat, Indian mustard, and field 

pea. The model captured the peak leaf area index well in terms of timing and its magnitude. 

However, it slightly overestimated leaf area index during the first month of the growing season. 

For medic pasture, WAVES predicted the leaf area index very well. The simulated leaf area index 

for lucerne showed reasonable agreement with the observed values. There was only one meas-

urement available for oats at Hillston, however it is not unreasonable to assume that the leaf area 

index pattern is realistic for the site given that the simulated peak leaf area index was in good 

agreement with the measurement. 

The peak LAI of Indian mustard grown at Walpeup in 1993 was only 0.5. Wheat grown after this 

mustard crop in the drought in 1994 reached a maximum LAI of 1.5, while wheat grown in the 

same year on land fallowed during 1993 reached LAI of 2.5. There was no difference in the LAI 

of field peas grown during 1995 suggesting that the soil moisture at sowing was similar beneath 

both the fallow and non-fallow treatments. The wheat grown during the 1994 drought explored all 

available soil water and the effect of fallowing on crop growth was only apparent in the year 

immediately after the fallow. WAVES faithfully reproduced this behaviour without the need to 

adjust the parameters that characterise plant growth. This shows WAVES’ ability to accurately 

model the effect of different levels of moisture availability on growth. 

WAVES is primarily concerned with the responses and feedbacks of plants on water balance 

under different climatic conditions. It uses a generic plant growth model incorporating the inte-

grated rate methodology (IRM) of Wu et al. (1994). It explicitly considers the effect of light, 

temperature, available water, and nutrients on plant growth on a daily time step. The IRM frame-

work provides an explicit means of combining these factors into a single response function. It also 

provides a means of taking into account not only the relative availability of resources, but also 

other possible factors such as salinity. IRM retains a mechanistic representation of relative plant 

growth response to resources availability in the form of its enzyme kinetics origins. The treatment 

of plant stomatal functioning, transpiration, carbon allocation, and respiration in WAVES is based 

on well-established relationships with some simplification. The canopy conductance model of 

WAVES is adapted from Ball et al. (1987) as modified by Leuning (1995) and it provides the key 

linkage between the transport of water and carbon in the system. It is well understood that the 

amount of transpiration by a plant is directly related to its leaf area and therefore, it is important to 

be able to accurately simulate plant leaf area index. 
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WAVES uses a number of parameters to describe canopy carbon balance and plant growth (see 

Table 5.8). A necessary step in applying the model is to determine the values of these parameters 

or constants for the site under consideration. Parameter estimation may have at least as great an 

effect on the accuracy of the model results as the intrinsic accuracy of the model itself. In this 

study, most of the parameter values were obtained from literature as discussed previously, while 

the growing season length (degree daylight hours) and the leaf and root respiration coefficients 

(which are very difficult to measure) were obtained by trial and error methods for the first grow-

ing season. The results shown in Fig. 5.24 represent the following growing seasons with the fitted 

parameter values. It is encouraging to note that WAVES performed well in simulating leaf area 

index for six plant types under different rotation systems, given different soils at the two sites, and 

that annual rainfall was quite variable during the period of experiments. 

Maximum rooting depth was found to play an important role in plant growth and soil moisture 

distribution. At Walpeup the maximum rooting depth was set to 30 cm for wheat and medic 

(Table 5.8), which is much smaller than the values reported in the literature (Gajri and Prihar, 

1985). Field measurements showed that pH was 9.6 and exchangeable sodium percentage (ESP) 

was 18 % between 18 and 50 cm at the site. These factors indicate that the soil is highly sodic and 

provides very unfavourable conditions for root growth. This restriction in rooting depth allowed 

more accurate modelling of both leaf area development, and soil moisture profiles. Shallow 

rooting depth in the Victorian Mallee has serious implications for plant growth and recharge 

control because rooting zone acts as a buffer in reducing recharge and shallow rooting depth 

means little recharge control. Incerti and O’Leary (1990) suggested that one of the options is to 

introduce varies which are more tolerant to high pH. 

The simulations presented here provided thorough tests for the plant growth component of 

WAVES. It was shown that the model performed well under a range of land use and climatic 

conditions and this suggests that WAVES is robust for simulating plant growth. 

Temporal and vertical variation of soil moisture 

The simulated soil water agrees very well with the measured values at both sites throughout the 

study period (Figs. 5.25 and 5.26). These particular depths were chosen to represent different soil 

layer (see Table 5.7) and root zone (Table 5.8) at the two sites. The model was able to reproduce 

seasonal variations in soil moisture for different soil types under various cropping rotations. 

These results support the findings of Dawes et al. (1997) and Zhang et al. (1999c) for two dryland 

catchments at Wagga Wagga, NSW. 

To further evaluate the performance of the model in simulating soil water dynamics, we compared 

calculated and measured soil moisture profiles for different periods. At both sites, the model 
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agrees very well with the measurements throughout the soil profile (Figs 5.27 and 5.28). A drying 

front associated with maximum rooting density at approximately 1 m was observed throughout 

the study period at Hillston, below which the soil water remained relatively constant. 

The maximum rooting depth used at Walpeup had a significant effect on modelled soil moisture. 

As mentioned already, soil physical and chemical measurements supported using a shallow root-

ing depth. Also, soil moisture measurements indicated that any drying front penetrated to a depth 

of only about 30 cm. When we used a rooting depth of 100 cm, WAVES was unable to reproduce 

the moisture profiles in the top 100 cm of soil, or the peak LAI of the crops. 
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Fig. 5.24. Comparison between simulated () and measured ( ) leaf area index (LAI) at 

Hillston and Walpeup. 
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Table 5.9. Annual rainfall and estimates of annual recharge at 1.5 m and 4.0 m depths, using the WAVES model.

Plot 1992 1993 1994 1995

Rainfall

(mm)

Drainage at

1.5 m (mm)

Drainage at

4.0 m (mm)

Rainfall

(mm)

Drainage at

1.5 m

(mm)

Drainage at

4.0 m (mm)

Rainfall

(mm)

Drainage at

1.5 m (mm)

Drainage at

4.0 m (mm)

Rainfall

(mm)

Drainage at

1.5 m (mm)

Drainage at

4.0 m (mm)

1

10

3

10

471

471





24

23





13

27





581

581

348

348

10

6

18

21

Hillston

12

33

Walpeup

10

10

212

212

153

153

3

0

11

5

13

29

10

10

365

365

382

382

0

0

30

40

13

25

10

10
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Fig. 5.25. Comparison between predicted () and measured soil water content ( ) at  

Hillston (plot 10). 
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Fig. 5.26. Comparison between predicted () and measured soil moisture content (••••••••••••) at 

Walpeup. 
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Fig. 5.27. Simulated () and measured ( ) soil moisture profiles at Hillston for the selected 

dates.
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Fig. 5.28. Simulated () and measured (••••) soil moisture profiles at Walpeup for the selected 

dates (plot 3). 

Groundwater recharge 

Modelled groundwater recharge (deep drainage) rates range from 9 to 33 mm per year (Table 

5.9). The highest recharge occurred under plot 10 at Hillston, while the two cropping systems at 

Walpeup showed consistently lower recharge rates. The high recharge rate under plot 10 at Hill-

ston may well be attributed to the fact that the bottom soil layer of the plot 10 was about 15% 

wetter than the other plots at the site. 
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As a result, the unsaturated hydraulic conductivity for plot 10 was twice that of plot 1, despite the 

lower saturated hydraulic conductivity. Given that the Hillston site was flood irrigated before the 

experiment started and the deep soil layer of plot 10 was always above field capacity, the crop-

ping rotations had little impact on recharge to groundwater. These results are consistent with our 

understanding of the processes controlling recharge, and the measured soil moisture data. 

Deep drainage is affected by a number of factors, such as rainfall, soil hydraulic properties, and 

vegetation. The annual recharge simulated at 4 m depth for the both sites showed no obvious 

relationship to the annual rainfall (Table 5.9). We have included the net flux modelled passing 1.5 

m depth, this depth being the common maximum rooting depth of wheat (Incerti and O’Leary, 

1990). The Hillston results show the impact of the first year irrigation, then subsequent cropping 

water use accounted for stored water and eliminating any deep drainage passing 1.5 m. The 

Walpeup data, with a much shallower rooting depth, deep drainage followed, generally, the 

annual rainfall, with actual crop rotation having little effect. 

During the period of the study, the deep soil layers were relatively wet and deep drainage oc-

curred mainly as a result of antecedent soil moisture content. Therefore, potential groundwater 

recharge showed little response to annual rainfall or crop rotations. It can be argued that for deep 

soil layers with low hydraulic conductivity it takes a long time for surface management to have 

noticeable impacts on recharge. However, over a long enough period of time the effects of vegeta-

tion changes may then be quite significant in terms of rising groundwater tables. The unsaturated 

hydraulic conductivity of the soil at the base of plot 10 was estimated to be 0.8 mm/d based on the 

Broadbridge–White soil model. At that rate, it would take nearly 13 years for water from the 

surface to reach the bottom of the soil column. This estimate is likely to be an upper limit, but 

places the time scale of recharge control in context. 

Fallow soil water storage 

At Walpeup in June 1993 the soil water storage was similar between fallow and continuous 

cropping systems (Fig. 5.29). By sowing in 1994 an additional 44 mm of water was stored in the 

upper 1.5 m soil profile due to fallowing. The additional soil water content at sowing due to 

fallowing (Fig. 5.29) resulted in the higher leaf area index of fallow wheat in the 1994 drought. At 

Hillston in 1992 similar soil water profiles occurred under each cropping system (Fig. 5.29). By 

sowing 1993, fallowing had stored an additional 25 mm of soil water. 

On average, an additional 22 to 37 mm of soil water is stored in Mallee environments due to 

fallowing (French 1978; Incerti et al. 1993; O’Leary and Connor, 1997) and the stored water can 

be used to increase crop yield (French, 1978). However, the effect of fallowing, especially long 

fallowing, should not be overlooked because only part of increases in crop yield after fallowing 
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could be ascribed to additional water supply (French, 1978). Furthermore, the distribution of 

additional soil water from fallowing has been observed in the lower portion of the root zone or 

below the root zone, potentially leading to deep drainage (Incerti et al. 1993; O’Leary and Connor 

1997). This has implications for recharge control under dryland conditions as highlighted by 

O’Connell et al. 1995. Incerti et al. (1993) argued that the use of long fallows to increase soil 

water supply for crop yield can not be justified. This was because it is likely to increase drainage 

below the root zone, and crops could only use a fraction of the stored water due to relative shal-

low rooting depth and sandy soil texture in the Mallee. 
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Fig. 5.29. Measured soil moisture profiles prior to (a) and after (b) fallowing at Hillston and 

Walpeup under fallow () and non-fallow ( ) crop rotations. 
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Long-term modelling 

Recharge in the Mallee region is generally considered to be episodic as a result of infrequent large 

rainfall events. Rainfall at the two study sites showed extreme variability, especially at Hillston 

(Fig. 5.30). More than 20% of total rainfall occurred in less than 5% of total time (Fig. 5.30). 

Because these rainfall events are infrequent in time and significant in magnitude, they can cause 

large episodic recharge. As a result, it is anticipated that any agronomic practices are not likely to 

affect episodic recharge significantly. 
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Fig. 5.30.  Monthly rainfall and frequency distribution at Hillston (a,b), and at Waleup (c,d) 

during the period of 1957 to 1992. The horizontal lines indicate the mean rainfall. 

The long-term scenario modelling at both Hillston and Walpeup is summarised in Table 5.10. 

Average recharge at 4 m under the lucerne rotation (RT1) was approximately 30% of that under 

medic rotation (RT2) and this suggests that on average lucerne has better control on recharge than 

medic pasture. For shallow rooted plants (i.e. 0.5 m rooting depth), average recharge at 4 m under 

the fallow rotation was 26 mm year–1 compared to 19 mm year–1 from the non-fallow rotation. 

This difference in recharge due to fallowing is 7 mm year–1 which equates to 35% extra deep 

drainage. The difference in average recharge between fallow and non-fallow rotations is 9 mm 

year–1 with rooting depth of 1 m (Table 5.10). Fallowing was found to cause similar deep drainage 

increases at Walpeup by O’Connell et al. (1995) using chloride profile analysis. 
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Table 5. 10. Summary of long-term scenario simulations 

Site Hillston Walpeup 

Rotationa RT1 RT2 RT3 RT4 RT3d RT4d 

Average rainfall  

(mm) 

564 351 351 

Rooting depth  

(m) 

1.5 1.5 0.5 0.5 1.0 1.0 

Min. recharge  

(mm/yr) 

0 4 8 8 5 7 

Max. recharge  

(mm/yr) 

15 34 37 37 10 25 

Average recharge 

(mm/yr) 

4 13 19 26 7 12 

a: 

RT1: fallow/oat/wheat/wheat/(lucerne × 4) RT4: medic/fallow/wheat 

RT2: fallow/oat/wheat/wheat/(medic × 4) RT3d: medic/medic/wheat (deep roots) 

RT3: medic/medic/wheat   RT4d: medic/fallow/wheat (deep roots). 

The impact of fallowing on recharge depends on soil hydraulic properties and maximum rooting 

depth of successive crops. The impact, and risk of recharge, is much greater on sandy soils than 

on clay soils because they are inherently more conductive, have lower water holding capacity, and 

higher infiltration rates. Rooting depth and total soil depth play important roles in controlling 

recharge. The deep-rooted crops can utilize more soil water and hence offer greater control on 

recharge. It is generally understood that the soil volume acts as a buffer zone in reducing re-

charge, the deeper the rooting system, the greater the recharge control. 

The annual recharge just below the root zone (i.e. 100 cm depth) was episodic and showed sig-

nificant temporal variations (Fig. 5.31). At Hillston, 10% of annual recharge events accounted for 

50 to 75% of the totals; this ratio was increased from 20 to 85% for Walpeup conditions by 

changing the rooting depth from 50 to 100 cm and the magnitude of these annual recharge events 

was as high as 130 mm year–1; it is clear that the rooting depth has significant impact on episodic 

recharge because it determines the size of the buffer zone.  
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The episodicity of the recharge events can be described by the cumulative distribution function 

shown in Fig. 5.32. It is clear that the use of the lucerne and non-fallow rotations could reduce 

average recharge, but it also makes recharge more episodic in the sense that recharge occurs much 

less frequently but its magnitude can still be significant (see Fig. 5.31). As a result, better agro-

nomic practices are not likely to control episodic recharge significantly. For example, annual 

rainfall in 1973 was 538 mm (i.e. 58% higher than the long-term average) and the annual recharge 

at 1.0 m depth under the non-fallow rotation (RT4) even exceed that under the fallow rotation 

(RT3). This was because the soil profile under RT4 was wetter than that under RT3, which lad to 

substantial more surface runoff and hence less infiltration. However, this was only observed to 

occur under wet years and the fallow rotations generally produced more recharge at 1.0 m depth. 

The recharge rate at 4.0 m was much less variable compared to drainage rate at 1.5 m (Fig. 5.33). 

At Hillston, the recharge rate at 4.0 m depth increased dramatically after 10 years for the medic 

rotation (RT2) but not for the lucerne rotation (RT1), which continues to decrease. The recharge 

under RT2 appears to respond to the cumulative rainfall anomaly. At Walpeup, a similar trend 

was observed for the fallow rotation with shallow rooting depth (RT4). However, an increase in 

recharge occurred after 20 years with deep-rooted plants (RT4d) (Fig. 5.33).  

It is interesting to note that the fallow rotation (RT4d) was insensitive to the cumulative rainfall 

anomaly. These results suggest that changes in land management (e.g. fallowing, crop rotation) 

may take a considerable period of time (>10 years) to have any noticeable impacts on recharge; 

the difference in recharge under fallow and non-fallow rotations is significant (Table 5.10).  

Annual recharge at 4 m depth under the fallow rotations responded to cumulative rainfall anomaly 

(Fig. 5.33). It is also shown that deep-rooted plants have better control on recharge, but the degree 

of control is modified by soil characteristics and the prevailing weather conditions. 

Results from this study showed that the recharge just below the root zone is episodic in the sense 

that it occurs infrequently and its magnitude is significant. Given the fact that plants can only use 

water in root zone, the effect of current agronomic practices on episodic recharge is limited. 

During these events, the root zone, generally considered as a buffer zone, became saturated and 

significant recharge occurred. As a result, episodic recharge can substantially reduce the effec-

tiveness of land management options in controlling recharge. This is more so for sandy soils than 

for clay soils because of low water holding capacity and high infiltration rates. 
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Fig. 5.31. Simulated recharge rates at 1.0 m depth for (a) Hillston under lucerne rotation 

(RT1) (❚❚❚❚) and medic rotation (RT2) ( ), (b) Waleup under non-fallow (RT3) (❚❚❚❚) and fallow 

rotation (RT4) ( ) with rooting depth of 0.5 m, and (c) Waleup under non-fallow (RT3d) (❚❚❚❚) 

and fallow rotation (RT4d) ( ) with rooting depth of 1.0 m. 
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Fig. 5.32. Frequency distribution of annual recharge at 1.0 m depth for (a) Hillston under 

lucerne rotation (RT1) and medic rotation (RT2), (b) Waleup under non-fallow (RT3) and 

fallow rotation (RT4) with rooting depth of 50 cm, (c) Walpeup under non-fallow (RT3d) 

and fallow rotation (RT4d) with rooting depth of 100 cm. The vertical line indicates 10% 

probability. 
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Fig. 5.33.  Cumulative annual rainfall differences from the mean ( ) and annual recharge 

rates at 400 cm depth for (a) Hillston under lucerne rotation and medic rotation, 

(b) Waleup with rooting depth of 50 cm, and (c) Waleup with rooting depth of 100 cm under 

non-fallow and fallow rotation. 

 



 182 

Conclusions 

Recharge just below the root zone is episodic and 10% of the annual recharge events accounted 

for 25 to 85% of the long-term totals under the Mallee conditions. The magnitude of these annual 

recharge events can be up to 130 mm year–1 and it is these events that contribute largely to 

groundwater recharge. Given the episodic nature of recharge in the Mallee region, better agro-

nomic practice is not likely to affect episodic recharge significantly although it can reduce mean 

annual recharge. 

Changes in surface management (e.g. fallowing, crop rotation) may take a considerable period of 

time (>10 years) to have any noticeable impacts on recharge as observed in the above scenario 

modelling. It is important to recognize the long term impacts of any agronomic practices on 

recharge because the effects of these changes may not be apparent for a short period of time, but 

may then be devastating in terms of rising groundwater table. Lucerne appeared to have better 

control on recharge than medic pasture and average recharge under lucerne was only 30% of that 

under medic pasture. 

One of the advantages of physical models such as WAVES is the ability to simulate the hydro-

logical effects of various land management options and to identify key factors controlling the 

processes. An attempt was made in this study to evaluate the effects of winter fallowing in crop 

rotations on groundwater recharge. The results showed clearly the long term benefit of non-

fallowing in reducing recharge and this has implications for dryland salinity control. The tradi-

tional practice of winter fallow significantly increased soil moisture storage, groundwater re-

charge, and the risk of salinity. We argue that winter fallowing has contributed to dryland salinity 

in the Mallee regions, and more areas could be affected in the future unless improved agronomic 

practices are implemented. O’Connell et al. (1995) suggest that fallowing may be eliminated, 

provided its alternative encourages vigorous vegetative growth (e.g. replacement with grass-free 

pasture, grain legume, oilseed phase) as reported by Griffiths and Walsgott (1987) and Incerti et 

al. (1993). 
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Abstract 

High crop productivity in the North China Plain relies on irrigation. However, as a result of rapid 

regional development in the last two decades, the competition for water has become very high. 

This presents a serious problem for sustaining agriculture in the region. This work examines 

relationships between irrigation, evapotranspiration, crop growth, and water use efficiency of a 

corn–wheat rotation common in the region. During the period of 1984 to 1996, field experiments 

were conducted at Luancheng Agricultural Ecosystem Station in the North China Plain to meas-

ure water and energy balance components and crop growth of corn and wheat. A process-based 

model (WAVES) was used to analyse the measurements and to simulate the effect of irrigation 

management on crop growth. The summer dominant rainfall of the region means that irrigation is 

required during the winter wheat growing season, when the difference between rainfall and 

evapotranspiration is large. While corn grows during summer, some irrigation is still required. 

Soil evaporation (Es) is a significant proportion of total evapotranspiration (Et) especially when 

leaf area index (L) is low, and on average Es under a wheat canopy accounted for 30 % of Et. 

Mulching reduced soil evaporation by up to 50% and saved 80 mm of water during a wheat 

growing season. Current irrigation schemes in the area can be improved by reducing irrigation 

frequency and amount. 
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5.5.1 Introduction 

The North China Plain (NCP) is a major agricultural area in China. The region covers an area of  

3 × 105 km2, supports a population of over 300 million people, and produces 19% of the nation’s 

food and 42% of the cotton (Huang, 1989). Traditional agriculture is well developed in the area. 

However, due to limited summer dominant precipitation and annual variability, agricultural 

productivity is low without irrigation. As a result of rapid regional development in the last two 

decades, the competition for water has become very high. There are no reliable surface water 

resources for irrigation, so groundwater has been used causing the regional groundwater table to 

drop significantly (Zhang and You 1996). On the other hand, the demand for high crop yield has 

led to irrigation water for winter wheat to increase from 100 mm/ha in the 50s to 300mm/ha in the 

1980s (Zhang and You, 1996). This presents a serious problem for sustainable agricultural devel-

opment in the region. 

It is known that shortage of water restricts crop productivity and the purpose of irrigation is to 

minimise crop water stress and to achieve maximum yield. However, maximising yield should not 

be the sole objective and other constraints (e.g. water availability, irrigation cost, etc.) should be 

considered, especially in the arid regions. The response of crop yield to irrigation has been studied 

extensively (Skogerboe et al. 1979). Through proper irrigation management, it should be possible 

to provide only the water that matches the crop evapotranspiration. An important issue in sustain-

able agriculture is to optimise productivity with respect to resource inputs such as water. 

It is believed that substantial improvement can be made to the current agricultural and irrigation 

practices in the North China Plain. A key area under investigation is the development of strategies 

for water-saving agriculture and to identify water management problems. In order to study this 

area, it is essential to understand the exchange processes between soil–plant–atmosphere in terms 

of water and carbon, dry matter accumulation and yield, and to improve partitioning of total 

evapotranspiration into soil evaporation and plant transpiration. This will provide considerable 

insight into efficient water use and better management. 

In the last decade, a number of process-based models have been developed to simulate crop 

growth and water balance (Ritchie and Otter-Nacke 1985, Zhang et al. 1996). It is believed that 

these models can help us to better understand the processes and feedbacks in these systems and to 

identify key factors controlling plant growth and water use. During the period of 1984 to 1996, 

several field experiments were carried out at Luancheng Agricultural Ecosystem Station in the 

North China Plain to measure water balance components, crop yield, and physiological param-

eters. The purpose of this report is to investigate relationships between soil evaporation, transpira-

tion, crop growth, and irrigation for corn and winter wheat in the North China Plain. This report 

also examines the effects of mulching on soil evaporation to reduce unnecessary loss of water. 
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The WAVES model (Zhang et al., 1996, Dawes et al., 1997) is used to assist in analysing the 

field data and to simulate the effects of irrigation scheduling on crop growth. This work is part of 

a larger study on water-saving agriculture in the North China Plain. 

5.5.2 Field measurements 

Experimental site 

The experiments were conducted at Luancheng Agricultural Ecosystem Station in the North 

China Plain (37°53′N, 114°41′E) with an elevation of 50 m above the sea level (Fig. 5.34). The 

annual precipitation is about 480 mm, concentrated in the period of July to September. The domi-

nant soil type is loam with average bulk density of 1.53 g/cm3. Cropping practice in the region is 

corn followed by winter wheat and Table 5.11 shows growth stages for the two crops. The 

groundwater table is about 28 m below the ground surface with mineral content less than 0.5 g/l. 

 

Fig.5.34. Location of study site in the North China Plain 

Evapotranspiration and soil evaporation measurement 

One large weighing lysimeter was installed at the station in 1985. It has a surface area of 3 m2, 

and is 2.5 m deep, containing approximately 11.5 tonnes of soil. A mechanical scale allowed 

readings to 0.02 mm of water. A data-logger recorded changes in weight every 5 minutes and 

these were aggregated to daily total evapotranspiration. Inside the lysimeter, neutron access tubes 

were installed to monitor soil water content. Evapotranspiration was also measured using the 

Bowen Ratio method in an adjacent field. 

Soil evaporation under the crop canopy was measured directly using micro-lysimetry. The micro-

lysimeters were made of 12 cm I.D. PVC tubing 20cm long. The micro-lysimeters were weighed 
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once per day at 8:00 am and daily soil evaporation could be inferred. For this size of lysimeter, 1 

g weight change in the soil core equals 0.09 mm of water evaporated. The soil core within the 

lysimeter was changed every two or three days to keep the same water status as the surrounding 

fields.  

Table 5.11. Cropping practice and date of growth stage of corn and winter wheat in the 

North China Plain 

Growth 

stage 

Sowing emergence over-

wintering 

turn-

green 

jointing heading flowering grain 

filling 

grain harvest 

wheat 

corn 

1 Oct 

12 Jun 

7 Oct 

15 Jun 

15 Nov 

 

1 Mar 

 

10 Apr 

18 Jul 

1 May 5 May 

10 Aug 

20 May 

10 Jun 

20 Aug 

29 Sep 

 

Soil water content measurement 

Soil water content was measured using neutron probes at 20 cm intervals down to 200 cm. The 

measurements were taken once a week or according to the crop growth stage. The soil water 

content of the surface 0–20 cm interval was measured gravimetrically because neutron probes 

could not get an accurate readings near the surface. 

Leaf area index measurement 

At each crop growth stage, samples of thirty plants were randomly harvested and the length and 

width of each leaf was measured manually. The leaf areas of the samples were averaged to give a 

single value for each plot. 

Meteorological data 

Meteorological data were recorded hourly at the experimental site. Wet and dry bulb temperatures 

were measured using temperature sensors with a standard muslin wick. A tipping bucket rain 

gauge recorded rainfall amount and intensity. Sunshine hours and wind speed were also meas-

ured. Any missing meteorological data were filled in from neighbouring weather stations. 

5.5.3 Calibration 

WAVES was run from January 1984 to June 1996 using daily values of maximum and minimum 

air temperatures, precipitation, vapour pressure deficit, and solar radiation. The initial vegetation 

parameters for corn and wheat were set from previous studies (Hodges 1992; Hatton and Dawes

1993; Dawes et al. 1997; Zhang et al. 1999a,b). The length of growing season, and bulk respira-
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tion coefficient were fitted to match leaf area development over the first three years; previous 

studies have been mainly concerned with C3 plants in the southern hemisphere. 

The soil profile was based on soil texture profile data. The BW parameters were estimated from 

measured soil moisture, and soil texture (Table 5.12). Short et al. (1995) have shown the large 

dimensionless region where Richards’ equation is guaranteed to work with the BW soil param-

eters, and the soil parameters were kept within their ranges. 

Table 5.12. List of Broadbridge–White soil parameters and soil layer depths at Luancheng 

Station used in the study 

Layer Texture Depth 

(cm) 

Ks 

(m/d) 

θs 

(cm3/cm3) 

θr 

(cm3/cm3) 

λc 

(m) 

C 

1 

2 

3 

sandy-loam 

loam 

clay-loam 

0–35 

35–90 

90–200 

1.0 

0.1 

0.001 

0.40 

0.40 

0.45 

0.05 

0.10 

0.10 

0.05 

0.10 

0.50 

1.02 

1.50 

1.50 

 

5.5.4 Results and discussion 

Simulated crop growth and evapotranspiration 

Fig. 5.35 shows a comparison of simulated and measured leaf area index for corn and winter 

wheat. The simulated leaf area index followed the measurements very well and the model cap-

tured the peak leaf area index in terms of timing and magnitude. Winter wheat in the North China 

Plain has a much longer growing season than to corn. During the winter period, wheat is usually 

covered by snow and its leaf area index stays constant, then starts to grow in spring; the model 

was able to simulate these changes. For the period 1984 to 1996, simulated peak leaf area index 

varied from 4.5 to 6.1 for winter wheat and 5.0 to 6.3 for corn (not shown in Fig. 5.35). 

Estimates of evapotranspiration from WAVES are plotted against the lysimeter measurements in 

Fig. 5.36. The best fit slope through the origin is 0.98, with a correlation coefficient of 0.94. 

During the period of the measurements, leaf area index changed from less than 1 to above 5 and 

evapotranspiration rates varied between 0.5 to 7.0 mm per day. The model was able to reproduce 

this range and variation in evapotranspiration. 
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Fig.5.35. Comparison between modelled and measured leaf area index (LAI) for (a) corn 

and (b) winter wheat. 
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Fig.5.36. Comparison between evapotranspiration modelled by WAVES and evapotranspi-

ration measured by lysimeter. 

Soil evaporation and leaf area index 

The partitioning of the total evapotranspiration (Et) into plant transpiration (Ev) and soil evapora-

tion (Es) was evaluated using WAVES. Denmead (1973) proposed that the ratio Es/Et should 

decrease monotonically as leaf area index increases. Villalobos and Fereres (1990) and Wallace et 

al. (1991) confirmed the relationship by measuring Es under corn, sunflower, and sugar cane 

canopies. The results from WAVES showed a similar relationship between Es/Et and leaf area 

index (L) (Fig. 5.37). The best-fit exponential relationship to the data is Es/Et = exp(–0.61L). This 

conformed to the relationship obtained by Denmead et al. (1997). 

This relationship resembles Beer’s law for radiation partitioning. It can be argued that this rela-

tionship is valid for relatively wet soil where available energy is the controlling factor and this 

suggests that available energy at the ground surface is a good indicator of stage one soil evapora-

tion (Villalobos and Fereres, 1990). 

As shown in Fig. 5.37, calculated soil evaporation was lower than the values obtained from the 

theoretical curve for low leaf area index. This can be attributed to the fact that the soil moisture 

content of the top 10 cm of soil was only 10%. As a result, soil evaporation was limited by the 

available water, or stage two evaporation. A relevant issue in irrigated agriculture is the relative 

importance of soil evaporation and transpiration. Fig. 5.37 suggests that before canopy closure 

(LAI < 1) soil evaporation accounted for 50% to 90% of the total evapotranspiration. There 

appears to be scope to improve irrigation efficiency by altering the balance between these two 

fluxes. One strategy is to reduce soil evaporation by mulching. Covering the surface with plant 
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residues can reduce radiation and wind at the surface and hence reduce evaporation. Reduction of 

soil evaporation during the first stage can provide the crops with a greater opportunity to use the 

moisture of the top soil layers. During the second stage of drying, the rate of evaporation is usu-

ally much lower than during the first stage and the effect of mulching is likely to be small. Meas-

ured values from this study showed that mulching reduced soil evaporation by 50% under winter 

wheat (Fig. 5.38) and this is equivalent to 80 mm of water. In terms of irrigation efficiency, it 

means that we can reduce irrigation water by 25%. 
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Fig.5.37. Variation of Es/Et with LAI for (a) corn and (b) winter wheat as simulated by 

WAVES. Fitted curve is for Es/Et = exp(–0.61LAI). Es is soil evaporation and Et is 

evapotranspiration. 
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Fig.5.38. Effect of mulching on soil evaporation under winter wheat. 
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Fig.5.39. Cumulative rainfall and evapotranspiration for (a) corn and (b) winter wheat. 
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Effects of irrigation on crop growth 

Annual precipitation in the North China Plain is extremely variable ranging from 300 to 1000 

mm, with an average of 480 mm (Zhang and You, 1996). During the corn growing season (June 

to September), average rainfall is 350 mm (73% of annual precipitation), while for the winter 

wheat growing season, average precipitation is only 130 mm (27% of annual precipitation). As 

shown in Fig. 5.39 for 1989, total evapotranspiration during the corn growing season was 398 mm 

and rainfall was 294 mm. The difference was supplemented by 160 mm of irrigation water. For 

winter wheat, the difference between precipitation and evapotranspiration was 320 mm. These 

results suggest that during the corn growing season rainfall is nearly enough for evapotranspira-

tion and irrigation can be kept to a minimum. For winter wheat however, a significant amount of 

water has to be supplied by irrigation to maintain high yield. 
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Fig.5.40. Relationship between yield, water use efficiency (WUE), and water use for winter 

wheat. 

Water balance estimates in Fig. 5.39 show that precipitation in the North China Plain can not 

meet evapotranspiration demands. However, the relationship between crop yield and water use is 

non-linear (Fig. 5.40). Successive applications of irrigation water increase the yield until there is 

sufficient water in the soil for crop to meet evapotranspiration demands. It is interesting to note 

that the rate of increase in crop yield decreases as water use increases. In economic terms, yield 

response to applied irrigation is a diminishing-return function. The point marked ‘A’ represents 

maximum water-use efficiency with 200 mm of irrigation water added and a yield of 4.3 t/ha. The 

point marked ‘C’ represents maximum yield of 5.2 t/ha but this requires 350 mm of irrigation 

water. The point marked ‘B’ represents the maximum value of the ‘sum’ of the two curves. This 

point has a yield only 7% less than ‘C’ but uses 21% less irrigation water. 
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Fig.5.41. Leaf area development under different irrigation regimes. Solid line represents 

80 mm of irrigation 

To further investigate the effect of irrigation on crop yield (growth), several scenario simulations 

were conducted using WAVES. The amount of water applied in each irrigation varied from 0 mm 

to 80 mm and the resulting leaf areas developed are shown in Fig. 5.41. It should be noted that 

irrigation had no impact on crop growth in wet years, while in dry years it enhanced crop growth 

significantly. However, the benefit became less obvious as irrigation water supply increased. The 

results suggest that current irrigation practices in the area tend to over-irrigate crops. Given the 

water available for irrigation in the region is limited, it is not sustainable to maintain irrigation at 

current levels. 

5.5.5 Conclusions 

Precipitation in the North China Plain showed significant temporal variation. The difference 

between precipitation and evapotranspiration during the corn growing season is much smaller 

than during the winter wheat growing season. As a result, different irrigation schemes should be 

applied. Water balance estimates indicate that soil evaporation on average is about 30% of total 

evapotranspiration and the ratio is significant higher before crop canopy closure. There appears to 
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be scope to improve water use efficiency by altering the water balance and one strategy is to 

reduce soil evaporation by mulching. The effect of mulching is larger during the first stage of 

drying than the second stage. Results from this study showed that mulching can reduce soil 

evaporation by 50%, which is equivalent of 80 mm of water for winter wheat growing season. An 

irrigation scheme having high irrigation frequency can cause the first stage soil evaporation to 

persist much longer and result in more water loss than ones with low irrigation frequency. Current 

irrigation schemes in the North China Plain can be improved by reducing both irrigation fre-

quency and amount, especially during corn growing season. 
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Appendix A.  Longwave radiation in a canopy stand 

 

The longwave radiation transfer equations can be written as (Ross, 1981): 

dild (L,r)
dL

cosθ = −G(L,r)ild L,r( ) +η L,r( )  (A.1) 

dilu L,r( )
d L

cosφ = G L,r( )ilu L,r( ) −η L,r( )  (A.2) 

where ild(L,r), ilu(L,r) are the longwave downward and upward radiation intensities inside a plant 

stand, r is the direction in space, θ is the inclination angle and φ is equal to (π−θ ), G(L,r) is the 

foliage area orientation function, η(L,r) is the leaf emission coefficient. 

The boundary conditions are given as: 

ild 0( ) = ε A

ilu L0( )= εB + ABJ

π
id

Ω1
∫ L0, r'( )cosθ' d Ω'

 (A.3) 

where εA is the intensity of longwave radiation of the atmosphere, εB is that emitted from the 

ground surface below the stand, ABJ is the albedo of the ground surface for longwave radiation. 

By assuming the leaf temperature is the same in a horizontal layer, one can obtain the following 

expressions: 

Rld L( ) = 2π εA0

π / 2

∫ θ( )exp − LG θ( )
cosθ

 
 
 

 
 
 cosθ sinθ dθ +

Rlc0

L

∫ L'( ) 2 G θ( )exp − L − L'( )G θ( )
cosθ

 
 
 

 
 
 sinθ dθ

0

π / 2

∫
 
 
 
  

 
 
 
  dL'

 (A.4) 
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Rlu L( )= 2Rlg exp − L0 − L( )G φ( )
cosφ

 

 
 
 

 

 
 
 0

π / 2

∫ cosφsinφdφ +

R
L

L0∫ lc
L'( ) 2 G φ( )exp − L0 − L( )G φ( )

cosφ

 

 
 
 

 

 
 
 
cosφ sinφdφ

0

π / 2

∫
 
 
 

  

 
 
 

  
dL' +

2π 1− δB( ) exp − L0 − L( )G φ( )
cosφ

 

 
 
 

 

 
 
 0

π / 2

∫ cosφ sinφdφ ×

2π ε A0

π / 2

∫ θ( )exp −L0
G θ( )
cosθ

 
 
 

 
 
 cosθ sinθ dθ +

2π 1− δB( ) exp − L0 − L( )G φ( )
cosφ

 

 
 
 

 

 
 
 0

π / 2

∫ cosφsinφ dφ ×

EL0

L0∫ L( ) 2 G θ( )exp − L0 − L( )G θ( )
cosθ

 
 
 

 
 
 sinθdθ

0

π / 2

∫
 
 
 
  

 
 
 
  dL'

(A.5) 

where Rld(L) and Rlu(L) are the longwave downward and upward irradiances. 

The first term in equation (A.4) defines that part of longave radiation of the atmosphere which 

penetrates the layer (0, L) of the stand and reaches the level L, the second term defines the 

downward flux of the longwave radiation of leaves in the layer (0, L), which reaches the level L. 

In equation (A.5), the first term defines that part of longwave radiation of the ground which 

penetrates the layer (L, L0) and reaches the level L, the second term describes the upward flux of 

longwave radiation of leaves in the layer (L, L0) which reaches the level L, and the third term 

defines that part of longwave radiation of the atmosphere which penetrates the whole layer of the 

stand, is reflected from the ground and, penetrating through the layer (L, L0), reaches the level L. 

The last term represents that part of the downward flux of radiation of the leaves off the whole 

stand which reaches the ground, is reflected from it, penetrates the layer (L, L0) and reaches the 

level L. 

Since 1 −δB( )≈ 0.05 , the last two terms in expression (A.5) can be neglected as a first 

approximation and in the case of isotropic longwave radiation of the atmosphere, we can obtain 

the following expressions from equations (A.4) and (A.5): 

Rld L( ) = Rlc − Rlc − Rla( )aD L( ) (A.6) 

Rlu L( )= Rlc − Rlc − Rlg( )aD L( ) (A.7) 

where Rlc is the longwave radiation emitted from the stand, Rla is the longwave radiation from the 

atmosphere, Rlc is the longwave radiation from ground surface, aD(L) is the penetration function  

aD(L) = 2 exp(− 
LG(θ)
cosθ0

π / 2

∫ )cosθ sinθ dθ  (A.8) 
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The net longwave radiation can be written as: 

Rln L( )= − Rlc − Rla( )aD L( ) − Rlg − Rlc( )aD L0 − L( ) (A.9) 

For relatively dense stand, R R R Rlc lu lclg ,≈ =  and one obtains: 

Rln = Rla − Rlc( )aD L( ) (A.10) 

The penetration function for longwave radiation can be defined as: 

aD(L) = 2 exp(− 
LG(θ)
cosθ0

π / 2

∫ )cosθ sinθ dθ  (A.11) 

where L is the leaf area index, G(θ) is the so-called G-function which is a complicated double 

integral of inclination (θ) and azimuth orientation. This equation can be equally applied to diffuse 

radiation in a plant canopy. 

The penetration function for shortwave radiation in a canopy with uniform orientation (spherical 

orientation) can be expressed as: 

as (L) = exp( − L
2sin β )  (A.12) 

where β is the solar elevation. 

It is clear that both penetration functions are exponential. Data from Ross (1981, Table II.5.1) 

presented in Figure A1 shows that both shortwave and longwave radiation can be approximated 

by the same function (Beer’s law) with the same parameter value (bulk extinction coefficient). 
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Figure A1.  Penetration function for shortwave and longwave radiation in a spherical 

canopy under various sky conditions. 
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Appendix B:  Details of Analytical Solutions 

We here formulate u and u' (i.e. ∂u/∂ζ) for the analytical solutions presented in section 4.9.4, 

equations (4.13) and (4.14). The most general formulation (Broadbridge, 1990) has not been 

given succinctly, or in a form that permits exact evaluation.  

We express u as: 

u = u0 +us 1 + us 2  (B.1) 

where u0 is required regardless of initial and lower boundary conditions, us1 and us2 are non-zero 

summations when there is a finite-depth profile, and us2 is non-zero only for a finite-depth profile 

with non-zero initial soil-water content. 

To represent the effect of non-zero initial soil-water content Θi
‡, we define: 

Q = ρ + 0.5 Θi
‡

1 −Θ i
‡  (B.2) 

With a completely dry initial condition Θi
‡ = 0, equation (B.2) yields Q = ρ. 

Expressions for u0 and u'0/u0  

u0 = 0.5exp −ζ 2 / τ( ) a + b − c + d − e( ) (B.3) 

where: 

a = 2exp ζ − Qτ( )/ τ( )2
 (B.4) 

b = f ζ − gτ( )/ τ( ) (B.5) 

c = f ζ − Qτ( )/ τ( ) (B.6) 

d = f ζ + gτ( )/ τ( ) (B.7) 

e = f ζ +Qτ( )/ τ( ) (B.8) 

g = ρ 1+ 1 ρ  (B.9) 

f (x) = exp( x2 )erfc(x)  (B.10) 
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Differentiating (B.3) with respect to ζ yields: 

u'0 = exp −ζ 2 /τ( )Q a + c − e( ) − g b − d( )( ) (B.11) 

Equation (4.13) requires u'0/u0. Because b, in (B.5), is some orders of magnitude larger than the 

other terms in (B.3) and (B.11), Θ-values computed directly from these equations may slightly 

exceed the theoretical maximum at the trailing edge of the wetting front, using 64-bit arithmetic. 

By taking the quotient of (B.3) and (B.11) and rearranging the algebra, b may be eliminated from 

the numerator, and the numerical error is minimised. The resulting expression is: 

u'0 / u0 = 2
Q a + c − d( )+ gd
a + b − c + d − e

 
 
 

 
 
 − 2g 1−

a − c + d − e
a + b − c + d − e

 
  

 
   (B.12) 

Equations (B.3) and (B.12) can be used to solve (4.13) and (4.14). 

Expressions for summation terms of u and u' 

us1 =
1
2

Sj exp c1( )f c2( )− exp c3( )f c4( )( )
j = 1

4

∑
n= 1

∞

∑  (B.13) 

us2 = ω j exp c5( )f c6( ) − exp c7( )f c8( )( )
j = 1

3

∑
n= 0

∞

∑  (B.14) 

where: 

c1 = 4n2 1− Θ i
‡( )l‡ρ − 2n 1− Θi

‡( )l‡ + ζ( )2
/τ  (B.15) 

c2 = 2n 1−Θ i
‡( )l‡ +ζ( )/ τ − 2nρ + bj( ) τ  (B.16) 

c3 = 4n2 1 − Θi
‡( )l‡ ρ − 2n 1 − Θ i

‡( )l‡ −ζ( )2
/τ  (B.17) 

c4 = 2n 1− Θi
‡( )l‡ −ζ( )/ τ − 2nρ − bj( ) τ  (B.18) 

c5 = 4n2 + 4n( )1 − Θ i
‡( )l‡ ρ − 2n + 1( ) 1 −Θi

‡( )l‡ + ζ( )2
/ τ  (B.19) 

c6 = 2n + 1( ) 1 −Θ i
‡( )l‡ +ζ( )/ τ − 2nρ + aj( ) τ  (B.20) 

c7 = 4n2 + 4n( )1 − Θi
‡( )l‡ ρ − 2n + 1( ) 1 −Θi

‡( )l‡ −ζ( )2
/τ  (B.21) 
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c8 = 2n + 1( ) 1 −Θ i
‡( )l‡ −ζ( )/ τ − 2nρ + aj( ) τ  (B.22) 

ω j = − exp 2 1 −Θi
‡( )l‡Q( ),−ω1 / 2,−ω1 / 2[ ] (B.23) 

Sj = +1,+1,−1, −1[ ] (B.24) 

aj = ρ,2ρ,−Q,Q[ ] (B.25) 

bj = ρ ρ + 1( ), − ρ ρ + 1( ),Q, −Q[ ] (B.26) 

The derivatives of the summation terms with respect to ζ are: 

u's1 = −Sj 2nρ + bj( ) exp c1( )f c2( )+ exp c3( )f c4( )( )
j =1

4

∑
n= 1

∞

∑  (B.27) 

u's 2 = −2ω j 2nρ + aj( ) exp c5( )f c6( )+ exp c7( )f c8( )( )
j = 1

3

∑
n =0

∞

∑  (B.28) 

For a finite-depth profile, a test of computational roundoff error at the critical lower boundary 

may be made by checking the deviation of z‡ (ζmax )  from depth l‡ , where 

ζmax = (1 −Θi
‡ )l‡ − ρτ  represents the lower boundary at any point in time. Analytic solutions 

are valid in principle for ζmax > 0 . However this test is required because summation terms in the 

expressions for ∂u/∂ζ and u may be too large for accurate computation, even with 64-bit 

arithmetic, because the greatest number that can be represented is 10±308. This problem occurs if ρ 

is too large in relation to l‡  and soil-water content is large at the lower boundary. It cannot be 

solved simply by rearranging the algebra (Broadbridge, 1990). The test provides a good direct 

check on the accuracy of z‡  as computed by (4.14), and an indirect check on the accuracy of Θ ‡
 

as computed by (4.13). 

For a semi-infinite profile, no fixed value of ζmax will correspond to an arbitrary scaled depth l‡. 

For computation to that depth, ζmax lies in the range of (1 −Θi
‡ )l ‡ − ρτ ≤ ζmax ≤ l‡ . In general, 

the ζ-range must be searched to obtain a solution for a given value of z‡ . 

 

 


